Audio Word2Vec: Unsupervised Learning of Audio Segment Representations using Sequence-to-sequence Autoencoder
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Abstract

The vector representations of fixed dimensionality for words (in text) offered by Word2Vec have been shown to be very useful in many application scenarios, in particular due to the semantic information they carry. This paper proposes a parallel version, i.e., Audio Word2Vec. It offers the vector representations of fixed dimensionality for variable-length audio segments. These vector representations are shown to describe the sequential phonetic structures of the audio segments to a good degree, with very attractive real world applications such as query-by-example Spoken Term Detection (STD). In this STD application, the proposed approach significantly outperformed the conventional Dynamic Time Warping (DTW) based approaches at significantly lower computation requirements. We propose unsupervised learning of Audio Word2Vec from audio data without human annotation using Sequence-to-sequence Autoencoder (SA). SA consists of two RNNs equipped with Long Short-Term Memory (LSTM) units: the first RNN (encoder) maps the input audio sequence into a vector representation of fixed dimensionality, and the second RNN (decoder) maps the representation back to the input audio sequence. The two RNNs are jointly trained by minimizing the reconstruction error. Denoising Sequence-to-sequence Autoencoder (DSA) is further proposed offering more robust learning.

1. Introduction

Word2Vec [1, 2, 3] transforming each word (in text) into a vector of fixed dimensionality has been shown to be very useful in various applications in natural language processing. In particular, the vector representations obtained in this way usually carry plenty of semantic information about the word. It is therefore interesting to ask a question: can we transform the audio segment of each word into a vector of fixed dimensionality? If yes, what kind of information these vector representations can carry and in what kind of applications can these “audio version of Word2Vec” be useful? This paper is to try to answer these questions at least partially.

Representing variable-length audio segments by vectors with fixed dimensionality has been very useful for many speech applications. For example, in speaker identification [4], audio emotion classification [5], and spoken term detection (STD) [6, 7, 8], the audio segments are usually represented as feature vectors to be applied to standard classifiers to determine the speaker or emotion labels, or whether containing the input queries. In query-by-example spoken term detection (STD), by representing each word segment as a vector, easier indexing makes the retrieval much more efficient [9, 10, 11].

But audio segment representation is still an open problem. It is common to use i-vectors to represent utterances in speaker identification [4], and several approaches have been successfully used in STD [10, 6, 7, 8]. But these vector representations may not be able to precisely describe the sequential phonetic structures of the audio segments as we wish to have in this paper, and these approaches were developed primarily in more heuristic ways, rather than learned from data. Deep learning has also been used for this purpose [12, 13]. By learning Recurrent Neural Network (RNN) with an audio segment as the input and the corresponding word as the target, the outputs of the hidden layer at the last few time steps can be taken as the representation of the input segment [13]. However, this approach is supervised and therefore needs a large amount of labeled training data.

On the other hand, autoencoder has been a very successful machine learning technique for extracting representations in an unsupervised way [14, 15], but its input should be vectors of fixed dimensionality. This is a dreadful limitation because audio segments are intrinsically expressed as sequences of arbitrary length. A general framework was proposed to encode a sequence using Sequence-to-sequence Autoencoder (SA), in which a RNN is used to encode the input sequence into a fixed-length representation, and then another RNN to decode this input sequence out of that representation. This general framework has been applied in natural language processing [16, 17] and video processing [18], but not yet on speech signals to our knowledge.

In this paper, we propose to use Sequence-to-sequence Autoencoder (SA) to represent variable-length audio segments by vectors with fixed dimensionality. We hope the vector representations obtained in this way can describe more precisely the sequential phonetic structures of the audio signals, so the audio segments that sound alike would have vector representations nearby in the space. This is referred to as Audio Word2Vec in this paper. Different from the previous work [12, 13, 11], here learning SA does not need any supervision. That is, only the audio segments without human annotation are needed, good for applications in the low resource scenario. Inspired from denoising autoencoder [19, 20], an improved version of Denoising Sequence-to-sequence Autoencoder (DSA) is also proposed. Among the many possible applications, we chose query-by-example STD in this preliminary study, and show that the proposed Audio Word2Vec can be very useful. Query-by-example STD using Audio Word2Vec here is much more efficient than the conventional Dynamic Time Warping (DTW) based approaches, because only the similarities between two single vectors are needed, in additional to the significantly better retrieval performance obtained.

2. Proposed Approach

The goal here is to transform an audio segment represented by a variable-length sequence of acoustic features such as MFCC,
dependencies. well due to the powerfulness of LSTM in modeling long-term symbols, LSTM units in RNN are able to handle such situations lag between the input symbols and their corresponding output variable length. Although there may exist a considerable time rected cycle. Given a sequence $x = (x_1, x_2, ..., x_T)$, RNN updates its hidden state $h_t$ according to the current input $x_t$ and the previous $h_{t-1}$. The hidden state $h_t$ acts as an internal memory at time $t$ that enables the network to capture dynamic temporal information, and also allows the network to process sequences of variable length. In practice, RNN does not seem to learn long-term dependencies [23], so LSTM [24] has been widely used to conquer such difficulties. Because many amazing results were achieved by LSTM, RNN has widely been equipped with LSTM units [25, 26, 27, 28, 22, 29, 30].

RNN Encoder-Decoder [22, 21] consists of an Encoder RNN and a Decoder RNN. The Encoder RNN reads the input sequence $x = (x_1, x_2, ..., x_T)$ sequentially and the hidden state $h_t$ of the RNN is updated accordingly. After the last symbol $x_T$ is processed, the hidden state $h_T$ is interpreted as the learned representation of the whole input sequence. Then, by taking $h_T$ as input, the Decoder RNN generates the output sequence $y = (y_1, y_2, ..., y_T^*)$ sequentially, where $T$ and $T^*$ can be different, or the length of $x$ and $y$ can be different. Such RNN Encoder-Decoder framework is able to handle input of variable length. Although there may exist a considerable time lag between the input symbols and their corresponding output symbols, LSTM units in RNN are able to handle such situations well due to the powerfulness of LSTM in modeling long-term dependencies.

### 2.1. RNN Encoder-Decoder framework

RNNs are neural networks whose hidden neurons form a directed cycle. Given a sequence $x = (x_1, x_2, ..., x_T)$, RNN updates its hidden state $h_t$ according to the current input $x_t$ and the previous $h_{t-1}$. The hidden state $h_t$ acts as an internal memory at time $t$ that enables the network to capture dynamic temporal information, and also allows the network to process sequences of variable length. In practice, RNN does not seem to learn long-term dependencies [23], so LSTM [24] has been widely used to conquer such difficulties. Because many amazing results were achieved by LSTM, RNN has widely been equipped with LSTM units [25, 26, 27, 28, 22, 29, 30].

RNN Encoder-Decoder [22, 21] consists of an Encoder RNN and a Decoder RNN. The Encoder RNN reads the input sequence $x = (x_1, x_2, ..., x_T)$ sequentially and the hidden state $h_T$ of the RNN is updated accordingly. After the last symbol $x_T$ is processed, the hidden state $h_T$ is interpreted as the learned representation of the whole input sequence. Then, by taking $h_T$ as input, the Decoder RNN generates the output sequence $y = (y_1, y_2, ..., y_T^*)$ sequentially, where $T$ and $T^*$ can be different, or the length of $x$ and $y$ can be different. Such RNN Encoder-Decoder framework is able to handle input of variable length. Although there may exist a considerable time lag between the input symbols and their corresponding output symbols, LSTM units in RNN are able to handle such situations well due to the powerfulness of LSTM in modeling long-term dependencies.

### 2.2. Sequence-to-sequence Autoencoder (SA)

**Figure 1**: Sequence-to-sequence Autoencoder (SA) consists of two RNNs: RNN Encoder (the left large block in yellow) and RNN Decoder (the right large block in green). The RNN Encoder reads an audio segment represented as an acoustic feature sequence $x = (x_1, x_2, ..., x_T)$ and maps it into a vector representation of fixed dimensionality $z$, and the RNN Decoder maps the vector $z$ to another sequence $y = (y_1, y_2, ..., y_{T^*})$. The RNN Encoder and Decoder are jointly trained to make the output sequence $y$ as close to the input sequence $x$ as possible, or to minimize the reconstruction error.

Figure 1 depicts the structure of the proposed Sequence-to-sequence Autoencoder (SA), which integrates the RNN Encoder-Decoder framework with Autoencoder for unsupervised learning of audio segment representations. SA consists of an Encoder RNN (the left part of Figure 1) and a Decoder RNN (the right part). Given an audio segment represented as an acoustic feature sequence $x = (x_1, x_2, ..., x_T)$ of any length $T$, the Encoder RNN reads each acoustic feature $x_t$ sequentially and the hidden state $h_t$ is updated accordingly. After the last acoustic feature $x_T$ has been read and processed, the hidden state $h_T$ of the Encoder RNN is viewed as the learned representation $z$ of the input sequence (the small red block in Figure 1). The Decoder RNN takes $h_T$ as the first input and generates its first output $y_1$. Then it takes $y_1$ as input to generate $y_2$, and so on. Based on the principles of Autoencoder [14, 15], the target of the output sequence $y = (y_1, y_2, ..., y_{T^*})$ is the input sequence $x = (x_1, x_2, ..., x_T)$. In other words, the RNN Encoder and Decoder are jointly trained by minimizing the reconstruction error, measured by the general mean squared error $\sum_{t=1}^{T} \| x_t - y_t \|^2$. Because the input sequence is taken as the learning target, the training process does not need any labeled data. The fixed-length vector representation $z$ will be a meaningful representation for the input audio segment $x$, because the whole input sequence $x$ can be reconstructed from $z$ by the RNN Decoder.

### 2.3. Denoising Sequence-to-sequence Autoencoder (DSA)

To learn more robust representation, we further apply the denoising criterion [20] to the SA learning proposed above. The input acoustic feature sequence $x$ is randomly added with some noise, yielding a corrupted version $\tilde{x}$. Here the input to SA is $\tilde{x}$, and SA is expected to generate the output $y$ closest to the original $x$ based on $\tilde{x}$. The SA learned with this denoising criterion is referred to as Denoising SA (DSA) below.

### 3. An Example Application: Query-by-example STD

**Figure 2**: The example application of query-by-example STD. All audio segments in the audio archive are segmented based on word boundaries and represented by fixed-length vectors off-line. When a spoken query is entered, it is also represented as a vector, and the similarity between this vector and all vectors for segments in the archive are calculated, and the audio segments are ranked accordingly.

The audio segment representation $z$ learned in the last section can be applied in many possible scenarios. Here in the preliminary tests we consider the unsupervised query-by-example STD, whose target is to locate the occurrence regions of the input spoken query term in a large spoken archive without speech recognition. Figure 2 shows how the representation $z$ proposed here can be easily used in this task. This approach is inspired from the previous work [10], but completely different in the ways to represent the audio segments. In the upper half of Figure 2, the audio archive are segmented based on word boundaries into variable-length sequences, and then the system exploits the trained RNN encoder in Figure 1 to encode these au-
dio segments into fixed-length vectors. All these are done offline. In the lower left corner of Figure 2, when a spoken query is entered, the input spoken query is similarly encoded by the same RNN encoder into a vector. The system then returns a list of audio segments in the archive ranked according to the cosine similarities evaluated between the vector representation of the query and those of all segments in the archive. Note that the computation requirements for the on-line process here are extremely low.

4. Experiments

Here, we report the experiments and results including the experimental setup (Section 4.1), analysis for the vector representations learned (Section 4.2), and query-by-example STD results (Section 4.3).

4.1. Experimental Setup

We used LibriSpeech corpus [31] as the data for the experiments. Due to the computation resource limitation, only 5.4 hours dev-clean (produced by 40 speakers) was used for training SA and DSA. Another 5.4 hours test-clean (produced by a completely different group of 40 speakers) was the testing set. MFCCs of 13-dim were used as the acoustic features. Both the training and testing sets were segmented according to the word boundaries obtained by forced alignment with respect to the reference transcriptions. Although the oracle word boundaries were used here for the query-by-example STD in the preliminary tests, the comparison in Section 4.3 was fair since the baselines used the same segmentation. SA and DSA were implemented with Theano [32, 33]. The network structure and hyper parameters were set as below without further tuning if not specified:

- Both RNN Encoder and Decoder consisted of one hidden layer with 100 LSTM units. That is, each input segment was mapped into a 100-dim vector representation by SA or DSA. We adopted the LSTM described in [34], and the peephole connections [35] were added.
- The networks were trained by SGD without momentum, with a fixed learning rate of 0.3 and 500 epochs.
- For DSA, zero-masking [20] was used to generate the noisy input \( \tilde{x} \), which randomly wiped out some elements in each input acoustic feature and set them to zero. The probability to be wiped out was set to 0.3.

For query-by-example STD, the testing set served as the audio archive to be searched through. Each word segment in the testing set was taken as a spoken query once. When a word segment was taken as a query, it was excluded from the archive during retrieval. There were 5557 queries in total. Mean Average Precision (MAP) [36] was used as the evaluation measure for query-by-example STD as the previous work [37].

4.2. Analysis of the Learned Representations

In this section, we wish to verify that the vector representations obtained here describe the sequential phonetic structures of the audio segments, or words with similar pronunciations have close vector representations.

We first used the SA and DSA learned from the training set to encode the segments in the testing set, which were never seen during training, and then computed the cosine similarity between each segment pair. The average results for groups of pairs clustered by the phoneme edit distances between the two words in the pair are in Table 1. It is clear from Table 1 that two segments for words with larger phoneme sequence edit distances have obviously smaller cosine similarity in average. We also found that SA and DSA can even very clearly distinguish those word segments with only one different phoneme, because the average similarity for the cluster of zero edit distance is 0 (exactly the same pronunciation) is remarkably larger than that for edit distance being 1. The gap is even larger for clusters with edit distances being 2 vs. 1. For the cluster of zero edit distance, the average similarity is only 0.48-0.50. This is reasonable because it is well-known that even with exactly identical phoneme segments, the acoustic realizations can be very different. It seems DSA is slightly better than SA, because the similarity by DSA for pairs with 0 or 1 edit distances is slightly larger, while much smaller for those with 4, 5 or more edit distances. These results show that SA and DSA can in fact encode the acoustic signals into vector representations describing the sequential phonetic structures of the signals. The performance between SA and DSA can be further compared with other baselines in Section 4.3.

Because RNN Encoder in Figure 1 reads the input acoustic sequence sequentially, it may be possible that the last few acoustic features dominate the vector representation, and as a result those words with the same suffixes are hard to be distinguished by the learned representations. To justify this hypothesis, we analyze the following two sets of words with the same suffixes:

- Set 1: father, mother, another
- Set 2: ever, never, however

Same as Table 1, we used cosine similarity between the two encoded vectors averaged over each group of pairs to measure the differences, with results in Table 2. For Set 1 in Table 2, we see the vector representations of the audio segments of “father” are much closer to each other than to those for “mother”, while those for “another” are even much farther away. Similar for Set 2. There exist much more similar examples in the
dataset, but we just show two here due to the space limitation. These results show that although SA or DSA read the acoustic signals sequentially, words with the same suffix are actually clearly distinguishable from the learned vectors.

For another test, we selected two sets of word pairs differing by only the first phoneme or the last phoneme as follows:

- Set 3: (new, few), (near, fear), (name, fame), (night, fight)
- Set 4: (hand, hands), (word, words), (day, days), (say, says), (thing, things)

We evaluated the difference vectors between the averages of the vector representations by SA for the two words in a pair, e.g., \( \delta(\text{word}1) - \delta(\text{word}2) \), and reduced the dimensionality of the difference vectors to 2 to see more easily how they actually differentiated in the vector space [1]. The results for Sets 3 and 4 are respectively in Figure 3(a) and Figure 3(b). We see in each case the difference vectors are in fact close in their directions and magnitudes, for example, \( \delta(\text{new}) - \delta(\text{few}) \) is close to \( \delta(\text{night}) - \delta(\text{fight}) \) in Figure 3(a), and \( \delta(\text{days}) - \delta(\text{day}) \) is close to \( \delta(\text{things}) - \delta(\text{thing}) \) in Figure 3(b). This implies “phoneme replacement” is somehow realizable here, for example, \( \delta(\text{new}) - \delta(\text{few}) + \delta(\text{fight}) \) is not very far from \( \delta(\text{fight}) \) in Figure 3(a), and \( \delta(\text{things}) - \delta(\text{thing}) + \delta(\text{day}) \) is not very far from \( \delta(\text{day}) \) in Figure 3(b). They are not “very close” because it is well-known that the same words can have very different acoustic realizations.

Figure 3: Difference vectors between the average vector representations for word pairs differing by (a) the first phoneme as in Set 3 and (b) the last phoneme as in Set 4.

All results above show the vector representations in test offer very good descriptions for the sequential phonemic structures of the acoustic segments.

4.3. Query-by-example STD

Here we compared the performance of using the vector representations from SA and DSA in query-by-example STD with two baselines. The first baseline used frame-based DTW [38] which is commonly used in query-by-example STD tasks. Here we used the vanilla version of DTW (with Euclidean distance as the frame-level distance) to compute the similarities between the input query and the audio segments, and ranked the segments accordingly. The second baseline used the same framework in Figure 2, except that the RNN Encoder is replaced by a manually designed encoder. In this encoder, we first divide the input acoustic feature sequence \( \mathbf{x} = (x_1, x_2, \ldots, x_T) \), where \( x_t \) is the 13-dimensional acoustic feature vector at time \( t \), into \( m \) segments with roughly equal length \( \frac{T}{m} \), then average each segment of vectors into a single 13-dimensional vector, and finally concatenate these \( m \) average vectors sequentially into a vector representation of dimensionality \( 13 \times m \). We refer to this approach as Naive Encoder (NE) below. Although NE is simple, similar approaches have been used in STD and achieved successful results [6, 7, 8]. We found empirically that NE with 52, 78, 104 dimensions (or \( m = 4, 6, 8 \)), represented by NE\textsubscript{52}, NE\textsubscript{78}, and NE\textsubscript{104} below, yielded the best results. So NE\textsubscript{52}, NE\textsubscript{78}, and NE\textsubscript{104} were used in the following experiments.

Figure 4: The retrieval performance in MAP of DTW, Naive Encoder (NE\textsubscript{52}, NE\textsubscript{78}, and NE\textsubscript{104}), SA and DSA. The horizontal axis is the number of epochs in training SA and DSA, not relevant to all baselines.

Figure 4 shows the retrieval performance in MAP of DTW, NE\textsubscript{52}, NE\textsubscript{78}, NE\textsubscript{104}, SA and DSA. The horizontal axis is the number of epochs in training SA and DSA, not relevant to all baselines. Besides DTW which computes the distance between audio segments directly, all other approaches map the variable-length audio segments to fixed-length vectors for similarity evaluation, but in different approaches. DTW is not comparable with NE\textsubscript{52}, NE\textsubscript{78}, and NE\textsubscript{104} probably because only the vanilla version was used, and the averaging process in NE may smooth some of the local signal variations which may cause disturbances in DTW. We see as the training epochs increased, both SA and DSA resulted in higher MAP than NE. SA outperformed NE\textsubscript{52}, NE\textsubscript{78}, and NE\textsubscript{104} after about 450 epochs, while DSA did that after about 390 epochs, and was able to achieve much higher MAP. Here DSA clearly outperformed SA in most cases. These results verified that the learned vector representations can be useful in real world applications.

5. Conclusions and Future Work

We propose to use Sequence-to-sequence Autoencoder (SA) and its extension for unsupervised learning of Audio Word2Vec to obtain vector representations for audio segments. We show SA can learn vector representations describing the sequential phonetic structures of the audio segments, and these representations can be useful in real world applications, such as query-by-example STD tested in this preliminary study. For the future work, we are training the SA on larger corpora with different dimensionality in different extensions, and considering other application scenarios.
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