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Abstract

We propose an iterative phase recovery framework to improve spectral mapping with an application to improving the performance of state-of-the-art speech enhancement systems using magnitude-based spectral mapping with deep neural networks (DNNs). We further propose to use an estimated time-frequency mask to reduce sign uncertainty in the overlap-add waveform reconstruction algorithm. In a series of enhancement experiments using a DNN baseline system, by directly replacing the original phase of noisy speech with the estimated phase obtained with a classical phase recovery algorithm, the proposed iterative technique reduces the log-spectral distortion (LSD) by 0.41 dB from the DNN baseline, and increases the perceptual evaluation speech quality (PESQ) by 0.05 over the DNN baseline, averaging over a wide range of signal and noise conditions. The proposed phase mask mechanism further increases the segmental signal-to-noise ratio (SegSNR) by 0.44 dB at an expense of a slight degradation in LSD and PESQ comparing with the algorithm without using any phase mask.
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1. Introduction

In today’s mobile speech communication era, speech enhancement to improve the hearing quality and intelligibility \cite{1} is emerging again to attract a lot of research attentions. It is also a preprocessing vehicle to improve the robustness and accuracy of automatic speech recognition (ASR) \cite{2, 3, 4}. Recent studies showed that deep neural networks (DNNs) have an excellent nonlinear regression capability \cite{5} in dealing with classical signal processing problems, such as speech enhancement \cite{6}, source separation \cite{7}, bandwidth expansion \cite{8}, and speech dereverberation \cite{9, 10}. Spectral mapping solutions are mostly adopted there to map noisy log-power spectra (LPS) to clean LPS features. Nonetheless, only the phase information in noisy speech is utilized in waveform reconstruction (e.g., \cite{5}).

In the early 80’s there were some studies looking into methods to reconstruct discrete time signal by using spectral magnitudes \cite{11, 12, 13}. It is known that in a minimum-phase system, spectral magnitude can be related to phase with the Hilbert transform \cite{14, 15}. However, there are no such systems in practice. These early studies mostly focused on some theoretical properties that cannot be used in practice due to some strong restrictions. On the other hand, \cite{16} proved that with a sufficient window overlap, signals can always be reconstructed from their spectral magnitudes.

Some work tried to take advantage of speech harmonics. By using different window functions and frame shift sizes, it is possible to enhance the harmonic structure in instantaneous frequency, group delay, and baseband phase difference (BPD) \cite{17, 18, 19}. However, these methods rely on the detection of voiced segments and fundamental frequencies of the voiced parts in speech, and cannot help on unvoiced segments, such as fricatives, which is critical for speech intelligibility.

There are other perspectives. For example, in \cite{20}, spectral magnitudes are enhanced with given phases. It showed there is some information in phase that can help with spectral magnitude estimation. Another thought is to work on complex spectrum or to learn complex masks \cite{21}. That type of methods meet the restriction of model training, since most powerful models were designed to work on real numbers.

Among those studies we were attracted to one branch of methods. In \cite{11}, an iteratively reconstructing algorithm for interferometer images with only spectral magnitude was introduced. In \cite{22}, it was proved that the difference between the reconstructed signals in successive iterations will always converge, and a speed-up version upon Griffin and Lim’s algorithm was given in \cite{23}. A detailed discussion on Griffin and Lim’s algorithm was highlighted in \cite{24}. This family of techniques imposes no restriction on the spectral magnitudes. It actually recovers phase to compensate for some performance loss in the waveform reconstruction.

We therefore propose an iterative phase recovery framework in the spirit of a classical algorithm \cite{22} for DNN based enhancement where the spectral magnitudes are well predicted. We further propose a phase mask to improve the segmental signal-to-noise ratio (SegSNR) \cite{25} performance and reduce the stagnation \cite{24, 26} problem due to sign uncertainty in phase estimation over neighbouring speech frames.

In a series of DNN based speech enhancement experiments, the proposed iterative phase recovery technique indeed improves the system performance of the baseline DNN system over a wide range of signal and noise conditions. The proposed mask-based mechanism further increases SegSNR at an expense of a slight degradation in log-spectral distortion (LSD) \cite{1} and perceptual evaluation speech quality (PESQ) \cite{27}.

2. Spectral Mapping System

The framework we use in this study is similar to \cite{5, 8}. Given log-power spectra $Z_{LPS}$ (as in \cite{28}) of distorted speech $z$, DNNs were trained to map $Z_{LPS}$ to the LPS of parallel clean speech $X_{LPS}$. Denote the output of DNN as $\hat{Y}$, it is to minimize the square error between the prediction and ground-truth.
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known as minimum sum of square error (MSSE) \[29\] criterion,
\[
\min \frac{1}{2} \| Y - (X - \mu) \Sigma^{-1} \|_2^2, \tag{1}
\]
where \(\mu\) and \(\Sigma\) are mean and variance used to normalize the feature vectors. Recent study shows that multi-objective learning can improve the system performance \[30\], and thus more specifically, we would have the objective function as,
\[
\min \alpha \left\| Y_{\text{LPS}} - \left( X_{\text{LPS}} - \mu_{\text{LPS}} \right) \Sigma_{\text{LPS}}^{-1} \right\|_2^2 + \beta \left\| Y_{\text{feat2}} - \left( X_{\text{feat2}} - \mu_{\text{feat2}} \right) \Sigma_{\text{feat2}}^{-1} \right\|_2^2 + \gamma \left\| Y_{\text{feat3}} - \left( X_{\text{feat3}} - \mu_{\text{feat3}} \right) \Sigma_{\text{feat3}}^{-1} \right\|_2^2 + \ldots, \tag{2}
\]
where \(\alpha\), \(\beta\) and \(\gamma\) are ratios among different features, and feat2 and feat3 are other features than LPS. In this work, feat2 is Mel-frequency cepstral coefficients (MFCCs) and feat3 is ideal ratio masks (IRMs) \[31\] if without other note. When the estimated LPS is gathered from DNN,
\[
\hat{X}_{\text{LPS}} = Y_{\text{LPS}} \Sigma_{\text{LPS}} + \mu_{\text{LPS}}, \tag{3}
\]
an estimation of spectral phase, \(\hat{X}_{P}\), is required to reconstruct the waveform with inverse discrete Fourier transform (IDFT) and overlap-add \[8, 22\]. In most cases, phase of the distorted speech, \(Z_{P}\), is used as such estimation \[5\].

3. Phase Recovery

3.1. Effect of Phase in Waveform Reconstruction
Given \(\hat{X}_{M} = \exp \left( 0.5 \hat{X}_{\text{LPS}} \right)\), an estimated spectral magnitude, different spectral phase \(\hat{X}_{P}\) implies various reconstructed waveforms, \(\hat{x}\). Figure 2 shows an example. It can be found that, compared with Figure 2c, Figure 2d has more precise structure in the harmonics as highlighted in the ellipse area. Specifically, Figure 2d even recovers more harmonic structure in the upper part of the ellipse area when compared with Figure 2b. A reason why phase makes such difference is that the spectral features are extracted from overlap windowed frames, which will lead to an inconsistency between reconstructed frames. And different phase will have different effect on the reconstructed waveform when such an inconsistency happens.
in Figure 3, the phase mask is to modify \( \hat{X}_c^{p'} \) as,
\[
\hat{X}_{c,k}^{p'} = \begin{cases} 
\hat{X}_{c,k}^{p'}, & \text{IRM}_{c,k} \leq \rho; \\
Z_{c,k}^{p'}, & \text{IRM}_{c,k} > \rho.
\end{cases}
\] (4)

Thus those masked frequency bins will keep their original phase and will affect their neighbour areas in spectrograms as highlighted in a spectral domain insight to be discussed next.

3.4. A Discussion on Phase Recovery in Spectral Domain

As shown in Figure 3, overlap-add plays an important role in waveform reconstruction. Actually, the window function \( h \) and the frame shift \( D \) define how consecutive frames contribute to the reconstructed waveform,
\[
\hat{x}(n) = \frac{1}{\sum_{\ell=\lfloor -N/2 \rfloor}^{\lfloor N/2 \rfloor} h(n-D\ell)^2} \sum_{\ell=\lfloor -N/2 \rfloor}^{\lfloor N/2 \rfloor} h(n-D\ell) \hat{x}_\ell(n-D\ell),
\] (5)

where \([ \cdot \] is the ceiling function and \([ \cdot \) is the flooring function, \( n \) is the discrete time index starting from 0, and \( \hat{x}_\ell \) starts from 0, is the IDFT of \( \ell \)-th frame’s spectral magnitude and phase.

If \( D \) is set to half of the window length \( N \), the spectrum of the \( \ell \)-th frame after reconstruction is only affected by its left and right, \((\ell-1)\)-th and \((\ell + 1)\)-th frames. And thus we can have a simplified version of Eq. (5) in the spectral domain,
\[
\hat{X}_\ell = CH_1C^{-1}\hat{X}_\ell + C_{\text{left}}H_2\left(C^{-1}\right)_{\text{lower}}\hat{X}_{\ell-1} + C_{\text{right}}H_2\left(C^{-1}\right)_{\text{upper}}\hat{X}_{\ell+1},
\] (6)

where \( C \) is the coefficient matrix of DFT, that is \( C(p,q) = \exp(-j\frac{2\pi pq}{N}) \), and subscript ‘left’ means left half of the matrix, ‘upper’ means upper half of the matrix, etc. And \( H_1 \) is a diagonal matrix that \( H_1(p,p) = h(p)^2 + h(p + \frac{N}{2})^2 \) for \( p = 0, \ldots, \frac{N}{2} - 1 \) and \( H_1(p,p) = h(p)^2 + h(p - \frac{N}{2})^2 \) for \( p = \frac{N}{2}, \ldots, N \), \( H_2 \) is a diagonal matrix with \( H_2(p,p) = h(p)(h(p + \frac{N}{2}) + h(p - \frac{N}{2})) \) for \( p = 0, \ldots, \frac{N}{2} - 1 \). Due to the conjugate symmetric property, Eq. (6) can be further written as,
\[
\hat{X}_\ell = A\hat{X}_\ell + B\hat{X}_{\ell-1} + B^*\hat{X}_{\ell+1},
\] (7)

where \( B^* \) is the conjugate transpose of \( B \). There might be more terms when using higher percentage frame overlap, but they will have similar forms and effects as \( B \).

Figure 4 shows an example of matrices \( A \) and \( B \), where the Hamming window with a frame length of 512 samples and a frame shift of 256 samples were used. Matrix \( A \) demonstrates how neighbouring frequency bins affect the central frequency bin. Such an effect comes from the window function, and due to same window function is used in feature extraction and reconstruction we believe it has no other effect than make the spectrum more smooth along frequency axis. In [17], leaked energy in neighbouring frequency bins was used to help on phase enrichment, yet it doesn’t work on our case as will be shown in experiment section. On the other hand, as shown in Figure 4, \( B \) is smooth in the central part with \( \Delta k \) between -5 to 5, where \( k \) is the discrete frequency index. Note that a baseband phase shift \( 2\pi Dk [17] \), which equals to \( nk \) when \( D = N/2 \), happens to have no effect on the central row of \( B \) where \( k = 256 \). Since \( B \) will look into the neighbour area in the consecutive frames of the current frequency bin, it will thus recover the phase of the current frequency bin or at least make the phase more consistent between frames in the harmonic areas regardless of the fundamental frequency migration. When the phase of some frequency bins is locked, it not only prevents being affected by neighbouring high energy frequency bins, but also on the ability to recover neighbouring phases. Besides, masking partial phases won’t break the convergence of the iterative method following the proof in [22, 23].

4. Experiments and Discussion

4.1. Speech Enhancement Experimental Setup

We experimented on the TIMIT corpus [33] with microphone speech sampled at 16 kHz in 16 bits resolution. It has 4620 training and 1680 test utterances. The window size of STFT [34] was 512 samples with a shift length of 256 samples, and the Hamming window was used in feature extraction. In speech enhancement experiments, we added 100 noise types [35] with 6 SNRs (-5 dB, 0 dB, 5 dB, 10 dB, 15 dB, 20 dB) to all training utterances and randomly selected 150,000 out of 277,200 utterances for training (about 116 hours), and 1500 utterances were randomly selected from all noise added test utterances at the same 6 SNR levels to form the test set. During training 1500 randomly selected clean utterances were added to the training set, and 15150 utterances were set aside from the training set for validation. It was guaranteed that all noise types have the same number of utterances in the same set.

DNNs in experiments all had 3 hidden layers and 2500 sigmoid hidden nodes per layer. The base learning rate [36] of MSSE training was set to \( 10^{-4} \), and the “newbob” method [37] was applied to halve the learning rate when the decrease of the mean squared error is less than 0.5%, and stops when it’s less than 0.5‰. Mini-batch training [38] with a batch size of 32 utterances and a momentum rate of 0.9 was adopted. The input features are from 40 filter bins together with C0, appending first and second order dynamic coefficients [39], both have 3 previous and 3 fol-
A detailed comparison is given in Table 1, where iterative methods were measured after running 20 iterations. Starting with noise speech (indicated by ‘N’) it shows that when reconstructing the waveform using the noisy phase (‘NP’), for example, on the third row of SNR at -5 dB, 0.60 dB was lost on LSD from the system with the DNN-predicted (system ‘M’). Phase enhancement with ‘KG’ [17] made it even worse and lost an extra 0.14 dB, and phase recovery with ‘GL’ [22] got 0.55 dB back. ‘GL’ and the proposed ‘RP’ had a small 0.03 dB difference on average. On SegSNR, ‘GL’ got an average degradation of 0.42 dB from ‘NP’ and got a larger decrease at higher SNRs, while the proposed ‘RP’ was even slightly better than ‘NP’. A reason could be that ‘GL’ has an issue of stagnation [24], while the proposed ‘RP’ masked some frequency bins’ phase and reduced the stagnation effect. On PESQ, ‘GL’ is better than ‘NP’, ‘KG’, and about the same as ‘RP’.

By taking advantage of the information stored in the spectral phase of noisy speech, the proposed method adds values to Griffin and Lim’s method, with which the reconstructed signal will converge but may not converge to clean speech. On the other hand, traditional phase enhancement method cannot beat the iterative phase recovery method in our experiments. We believe it is because the state-of-the-art DNN based spectral magnitude enhancement algorithm has an excellent estimation of the clean spectral magnitude, and thus phase enhancement cannot further remove some residual noises neither could it solve the in-frame inconsistency issue. Furthermore, the proposed method required an estimation of IRM which is a byproduct of multi-objective learning [30].

### 4.2. Results and Discussions

We did iterative evaluation of speech enhancement, where the proposed phase recovery method with phase masks was used. For the predicted IRM > 0.75 (ρ = 0.75), the corresponding phase would be kept as they are in ZP. And the LPS used in reconstruction was the combination of the DNN prediction and the LPS of noisy speech,

\[ \hat{X}_{k}^{LPS, mask} = (1 - IRM_{k})\hat{X}_{k}^{LPS} + IRM_{k} \cdot \hat{X}_{k}^{LPS}. \]

In our experiments, different noise levels have the same trend. It was found that the LSDs were all getting better iteratively, and that they dropped down very fast in the first five iterations and converged in about 20 iterations. Here we got a performance very close to that of Griffin and Lim’s algorithm, and the performance gap was not growing with more iterations. However, in case of segmental SNR as shown in Figure 5 averaged over 6 SNR levels, Griffin and Lim’s method got worse rapidly, while the proposed technique got a slight improvement in the first few iterations and degraded slowly afterwards. When compared with [22], in short, the proposed method achieved very similar LSDs and showed a great advantage on SegSNRs.

### 5. Conclusion and Future Work

In this paper, an iterative phase recovery framework for waveform reconstruction in speech enhancement is proposed. It modifies the classical Griffin and Lim’s algorithm [22], and attempts to resolve the problem mentioned in [11]. By removing the inconsistency in phases between the overlapped frames, the proposed mask-based framework brings out the potential advantages of DNN based enhancement on performances measured in LSD and SegSNR. We would continue to work on using phase recovery in different application areas, such as bandwidth expansion, speech separation, voice conversion, etc. On the other hand, embedding phase enhancement like [19] into the magnitude enhancement framework and learning masks from phase instead of magnitude could also be a good direction.
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