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Abstract
In this paper, a nonnegative matrix factorization (NMF)-based speech enhancement method robust to real and diverse noise is proposed by online NMF dictionary learning without relying on prior knowledge of noise. Conventional NMF-based methods have used a fixed noise dictionary, which often results in performance degradation when the noise dictionary cannot cover noise types that occur in real-life recording. Thus, the noise dictionary needs to be learned from noises according to the variation of recording environments. To this end, the proposed method first estimates noise spectra and then performs online noise dictionary learning by a discriminative NMF learning framework. In particular, the noise spectra are estimated from minimum mean squared error filtering, which is based on the local sparsity defined by a posteriori signal-to-noise ratio (SNR) estimated from the NMF separation of the previous analysis frame. The effectiveness of the proposed speech enhancement method is demonstrated by adding six different realistic noises to clean speech signals with various SNRs. Consequently, it is shown that the proposed method outperforms comparative methods in terms of signal-to-distortion ratio (SDR) and perceptual evaluation of speech quality (PESQ) for all kinds of simulated noise and SNR conditions.
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1. Introduction

Recently, speech enhancement has become more demanding because speech-based applications such as speech communication and automatic speech recognition are mostly operated in diverse noisy environments [1, 2]. In order to enhance speech signals recorded under such noise conditions, noise spectral components should be suppressed without damaging spectral components belonging to the target speech signal [3]. To this end, conventional efforts have been focused on estimating noise power spectra from the noisy signal [4, 5] or separating speech and noise from the noisy speech [6–15].

Among the successful noise estimation methods is the minima-controlled recursive algorithm (MCRA) [4, 5]. MCRA estimates noise by only tracking minimum statistics in noise-only regions. That is, noise-only regions are detected when the ratio between the noisy speech power spectrum and the minimum power spectrum is below a predefined threshold. However, the main drawback of Mcra is that non-stationary noises, such as harmonic or tonal noises, are difficult to estimate because their sparse characteristics in time and/or frequency are not suitable to be modelled by using only minimum statistics [6]. Thus, speech enhancement methods for use with challenging real environmental noises should consider both stationary and non-stationary characteristics of noise.

As an alternative to the minima tracking based noise estimation approaches, NMF-based source separation has been successfully realized into speech enhancement [7–15]. Several studies reported that NMF was suitable for separating speech signals from interfering non-stationary noise such as wind or television noise [7, 8]. In general, the separation performance of the NMF-based methods is guaranteed if speech and noise NMF dictionaries are trained sufficiently to represent arbitrary noisy spectral magnitudes [7–9]. Thus, many NMF-based speech enhancement methods have trained speech and noise dictionaries in advance by using extensive speech and noise databases, respectively. Recently, discriminative NMF training was introduced to reduce ambiguities between speech and noise dictionaries by retraining their bases for a given noisy spectra and activations, resulting improved speech separation performance under known noise conditions [15]. However, the noise dictionary cannot be always prepared in advance, because the existing noise database for training the noise dictionary represents only specific types of noise among infinite possible noise types [10]. This limitation leads to the performance degradation of the NMF-based methods when the types of noise between training and evaluation steps of NMF are mismatched [11].

To alleviate this problem, several previous works sought to semi-supervised NMF-based source separation techniques, which directly learn noise dictionary at the separation step of NMF [11, 12]. In other words, the semi-supervised approaches measure a mismatch between the fixed speech dictionary and the observed noisy spectral magnitudes, and then they incorporate the mismatch into the update rule of the noise dictionary. However, such semi-supervised NMF approaches are apt to fail in separating speech from noise when their spectral distributions are excessively overlapped, which generally happens when speech signals are recorded in real-world noisy environments. This is because most of the overlapped spectral components are updated as if they were noise spectral components in the semi-supervised NMF process [12].

To mitigate this drawback of the semi-supervised NMF approaches, this paper proposes an NMF-based environment-adaptive speech enhancement method. Unlike the semi-supervised NMF techniques, the proposed method estimates noise spectral magnitudes at the enhancement stage of the previous analysis frame, and then utilizes them for noise dictionary learning on the fly. Specifically, the proposed method decomposes noisy spectral magnitudes into speech and noise magnitudes by using a supervised NMF technique. Then, degree of overlap between the separated speech and noise, which is called local
2. Proposed Local-Sparsity Based Online Dictionary Learning

Figure 1 shows the procedure of the proposed speech enhancement method. Sparsity, estimated by measuring the a posteriori signal-to-noise ratio (SNR) for each frequency bin. Next, the estimated local sparsity is incorporated into the construction of a minimum mean squared error (MMSE) filter in order to obtain the noise component for noise dictionary learning, and a discriminative NMF learning procedure [15] is applied for the noise dictionary learning. Finally, the learnt noise dictionary is recursively fed into the NMF separation for the following noisy frame.

2.1. NMF-Based Speech and Noise Separation

First of all, the n-th speech sample at the i-th speech frame, $y_i(n)$, is represented as

$$y_i(n) = x_i(n) + d_i(n)$$

where $x_i(n)$ and $d_i(n)$ are clean speech and additive noise at the i-th frame, respectively. Note that $d_i(n)$ is assumed to be uncorrelated with $x_i(n)$. By applying a K-point short-time Fourier transform (STFT) to (1), $y_i(n)$ can be represented in the frequency domain as

$$Y_i(k) = X_i(k) + D_i(k)$$

where $Y_i(k)$, $X_i(k)$, and $D_i(k)$ denote the k-th spectral components of $y_i(n)$, $x_i(n)$, and $d_i(n)$, respectively. To separate $X_i(k)$ and $D_i(k)$ from $Y_i(k)$, the sparse representation of noisy speech frame is represented as $Y_i(k) = \sum_{p=1}^{K}X_i(p)e^{j2\pi pk}$, according to satisfactory results of NMF-based noise reduction when $p$ is 1 or 2 [7–14]. For simplicity, $Y_i(k)$ is represented as $y_i$, $x_i$, and $d_i$, which are all $K \times 1$ matrices.

In the NMF framework, $y_i = B_xa_x + B_da_d$, and $d_i = B_d^T a_d$, respectively, where $B_x, B_d$, and $B_d^T$ are the dictionaries of $y_i, x_i$, and $d_i$, respectively. Moreover, $a_x$, $a_d$, and $a_d^T$ are the activation matrices corresponding to $B_x, B_d$, and $B_d^T$ at the i-th frame, respectively. By assuming that $x_i$ and $d_i$ are fully separable from $y_i$, $y_i$ can be rewritten as

$$y_i = B_xa_x + B_da_d$$

where $B_x = [B_x B_d]$ and $a_x = [a_x^T a_d^T]^T$. Note that $T$ refers to the transpose operation. If $R_x$ and $R_d$ $(R_x = R + R_d)$ are the ranks of the dictionaries for $x_i$ and $d_i$, respectively, then the dimensions of $B_x, B_d$, and $B_d^T$ are $K \times R_x, K \times R_d$, and $K \times R_d$, respectively, while the dimensions of $a_x, a_d$, and $a_d^T$ are $R_x \times 1, R_d \times 1$, and $R_d \times 1$, respectively.

Since supervised NMF-based speech enhancement methods assume that both $B_x$ and $B_d$ are given in advance [7–8, 13], they focus on finding $a_x$ and $a_d$ from $y_i$ for the separation of speech and noise. To achieve this goal, a multiplicative update rule with a sparsity constraint [13] is iteratively performed as

$$[a_x^j a_d^j]^T B_x B_d^T [a_x^j a_d^j]^T - \mu B_x B_d^T [a_x^j a_d^j]^T$$

where $j$ is an iteration index and $\mu$ is an $R_x \times 1$ matrix in which all elements are equal to a sparsity weight of the $\ell_1$ constraint, which is set to 5 according to the previous work [13]. In addition, $\otimes$ and $/ \otimes$ indicate element-wise multiplication and division, respectively. Moreover, $I$ in (4) is a $K \times 1$ matrix in which all elements are equal to unity. Note that all elements of $a_x^j \in B_d^T a_d^j = [a_0^x a_d^j]^T$ can be initialized as random values between 0 and 1 [13]. In NMF separation, (4) is repeated until the relative reduction of an NMF objective function is less than a predefined threshold. In this paper, the Kullback–Leibler (KL) divergence is employed as an NMF objective function [8, 13, 16]. Consequently, the separated spectral magnitude of speech and noise at the i-th frame, $\hat{x}_i$ and $\hat{d}_i$, respectively, are obtained as $\hat{x}_i = B_xa_x^i$ and $\hat{d}_i = B_d^Ta_d^i$, where $j$ is the iteration to make (4) converged.

2.2. Local Sparsity Estimation

In order to improve separability between speech and noise, a local sparsity is estimated. To this end, a local SNR at the k-th frequency band, $r_i(k)$, is defined as

$$r_i(k) = \frac{\hat{x}_i(k)}{\hat{d}_i(k)}$$

where $\hat{x}_i(k)$ and $\hat{d}_i(k)$ are the spectral magnitude of the separated speech and noise at the k-th frequency band, respectively. Next, the local sparsity at the i-th frame and k-th frequency bin is measured by the $\ell_1/\ell_2$ sparsity-inducing norm [16] of the local SNR over all the $N_\ell$ adjacent frequency bins of the past $N_\ell$ frames, such as

$$q_\ell (i) = \frac{1}{\sqrt{N} - 1} \left( \sum_{j=i-N_\ell}^{i-1} |\sum_{k=i-N_\ell}^{i} \|x_k\|_2^2 \frac{\hat{x}_j}{\|x_k\|_2^2} \hat{r}_j(i) \|\hat{r}_j(i)\|^2 \right)^{1/2}$$

where $N_\ell$ is a positive integer that has been set to 5 for the experiments.
where \([x]\) is the integer smaller than or equal to \(x\), \(N = (K_q + 1)(L_q + 1)\), and \(\bar{r}(j) = r(j)/\max_{k\in [0,K_q-1]}(r(k))\). Note that \(q_i(k)\) becomes one if the distribution of the local SNRs around the \(i\)-th frame and \(k\)-th frequency bin are highly sparse, whereas densely distributed local SNRs lead \(q_i(k)\) to zero. In other words, \(q_i(k)\) becomes larger as \(\hat{x}_i(k)\) and \(d_i(k)\) are sparsely separated, which demonstrates that \(q_i(k)\) can be considered as a confidence metric for the separation at the \(k\)-th frequency bin. Therefore, \(q_i(k)\) is plugged for constructing an MMSE filter to improve separability, which will be explained in the next subsection.

### 2.3. Local-Sparsity Based MMSE Filtering

In this subsection, a noise reduction filter based on the MMSE criteria with local sparsity is constructed for both the speech enhancement and the noise estimation for online dictionary learning. To this end, the a priori SNR, \(\xi_i\), is first estimated using \(\hat{x}_i\), \(d_i\), and the local-sparsity, \(q_i\), with a decision-directed approach. That is,

\[
\xi_i = \alpha \hat{x}_{i-1} + (1 - \alpha) \xi_{i-1} \quad (7)
\]

where \(q_i\) is a \(K \times 1\) matrix consisting of \(q_i(k)\); \(\alpha\) is a smoothing coefficient for the decision-directed \(\xi_i\), and it is set to 0.3 empirically. In addition, \(d_i\) in (7) is a time-smoothed version of \(d_i\), and it is realized as

\[
d_i = (1 - \gamma) d_i + \beta_i \gamma d_i \quad (8)
\]

where \(\gamma\) controls the stationarity of \(d_i\) and is set to 0.85. In (8), \(\beta_i\) is an adaptive noise floor flooring factor at the \(i\)-th frame, which is derived from the ratio between the normalized activation powers of separated noise and speech, as

\[
\beta_i = 20 \log_{10} \frac{R_x \sum_{r=1}^{R_x} \tilde{a}_{d_i}^T(r)}{R_d \sum_{r=1}^{R_d} \tilde{a}_{d_i}^T(r)} \quad (9)
\]

where \(\tilde{a}_{d_i}^T(r)\) and \(\tilde{a}_{d_i}^T(r)\) indicate an \(r\)-th element of \(\tilde{a}_{d_i}^T\) and \(\tilde{a}_{d_i}^T\), from (4), respectively. Next, an MMSE filter is constructed as

\[
g_i = \frac{\xi_i}{1 + \xi_i} \quad (10)
\]

and an enhanced speech spectral magnitude, \(\hat{X}_i\), is obtained by applying (10) to \(y_i\); thus \(\hat{X}_i = g_i \otimes y_i\). Finally, an enhanced speech signal at the \(i\)-th frame, \(\hat{x}_i(n)\), is obtained by applying an inverse STFT to \([\hat{X}_i(k)]\), which is an element of \(\hat{X}_i\), with the phase of the input signal, \(\zeta Y_i(k)\).

### 2.4. Discriminative Noise Dictionary Learning

For the noise dictionary learning in a discriminative way, a reference noise speckle magnitude for the noise dictionary learning, \(d_{i+1}\), is estimated by using the local-sparsity based MMSE filter, \(g_i\), as described in (10). That is, \(d_{i+1}\) is estimated only when the noise activation is dominant, such as

\[
d_{i+1} = (1 - g_i) d_{i+1} \quad \text{if} \quad \beta_i > Q_i \quad \text{otherwise} \quad (11)
\]

where \(Q_i\) controls whether or not the reference noise should be updated according to the local sparsity, which is defined as

\[
Q_i = 20 \log_{10} \frac{K}{\epsilon (K - \sum_{k=0}^{K-2} q_i(k))} \quad (12)
\]

where \(\epsilon\) is an adjustment factor to control the effect of sparsity on noise update in (11) and it is set to 0.8 by exhaustive experiments. Next, \(M\) frames of \(d_i\) and \(a_i\), are stacked as \(\hat{D}_i = [d_{i-M+1}, \ldots, d_i]\) and \(\hat{A}_{d_i} = [a_{i-M+1}^{d_i}, \ldots, a_i^{d_i}]\), respectively, where \(M\) is set to 10.

In this work, each noise basis is tested for whether it should be updated by

\[
I(r) = \begin{cases} 1, & \text{if } \left(\frac{1}{M} \sum_{i=1}^{M} a_{d_i(r)} > \bar{A}\right) \\ 0, & \text{otherwise} \end{cases} \quad (13)
\]

where \(\bar{A} = (\sum_{r=1}^{R_x} \tilde{a}_{d_i}^T(r))/R_x\) and \(I(r) = 1\) means that the \(r\)-th basis should be updated to accommodate the noise appeared at the \(i\)-th frame. Then, \(\hat{A}_{d_i}\) is decomposed depending on (13) into \(\hat{A}_{d_i}^{rel}\) and \(\hat{A}_{d_i}^{rel}\), where \(\hat{A}_{d_i}^{rel} = \{r(r) = 1\} \text{ and } I = \{r(r) = 0\}\). By using \(\hat{D}_i\) and \(\hat{A}_{d_i}^{rel}\), the learnt noise dictionary for the \((i+1)\)-th frame, \(\hat{B}_{i+1}\), is iteratively updated by minimizing the KL divergence by applying the discriminative dictionary learning technique [15] as

\[
\hat{B}_{i+1} = \hat{B}_{i+1}^{rel} + \frac{1}{\hat{A}_{d_i}^{rel}} (\hat{A}_{d_i}^{rel})^T \quad (14)
\]

where \(\hat{B}_{i+1}^{rel} = \hat{B}_{d_i}^{rel}\), and \(j\) is an iteration index. Finally, \(B_{i+1}\) is obtained by concatenating the converged \(\hat{B}_{i+1}\) and fixed noise dictionary, \(B_{d_i}^{rel}\), as \(B_{i+1} = [B_{i+1}^{rel}, B_{d_i}^{rel}]\), which will be used for the NMF-based speech and noise separation for the next frame.

### 3. Performance Evaluation

The performance of the proposed speech enhancement method was evaluated by measuring the signal-to-distortion ratio (SDR), signal-to-interference ratio (SIR), signal-to-artifact ratio (SAR) [17], and perceptual evaluation of speech quality (PESQ) [18]. In addition, it was compared with those of four different conventional speech enhancement methods, including the improved minima-controlled recursive averaging (IMCRA) [5], sparse NMF [13], NMF with exemplar dictionary [14], and semi-supervised NMF [11].

In order to training speech and noise dictionaries for NMF-based approaches, clean speech and background noise signals of 12 minutes long each were excerpted from the training set of the CHiME3 corpus [19] and NOISEX-92 database [20], respectively. Note that the ranks of the speech and noise dictionaries for the proposed method as well as sparse and semi-supervised NMF, \(R_s\) and \(R_d\), were set 100, while they were set 1,000 for NMF with exemplar dictionary. In particular, \(K\) and \(p\) were commonly set to 513 and 2, respectively, for all the NMF-based methods. Moreover, \(K_q\) and \(I_q\) for the local sparsity estimation of the proposed method were set to 60 and 10, respectively.

For the objective evaluation, 20 speech clips from the TIMIT corpus [21] were prepared, including 13 male and 7 female speech clips, the average length of which was 3.6 seconds long. These speech clips were then artificially added with each of six different environmental noises from the DEMAND database [22] under different SNR conditions ranging from 0 to 15 dBA (at a step of 5 dB) (categories of noises were DLIVING, NRIVIER,}
OFICE, PCAFETER, STRAFFIC, and TMETRO). Consequently, 120 noisy speech clips were generated in total, and the proposed method and four conventional ones were applied to enhance such noisy speech clips. In this study, all the speech and noise signals were sampled at 16 kHz with 16-bit resolution.

Figure 2 compares the spectrograms of speech signals enhanced by the proposed and conventional methods. Here, a sample speech clip was mixed with a train noise (TMETRO) at 0 dB SNR. By comparing Figs. 2(a) and 2(c), IMCRA generated excessive spectral peak components at around 1 s, which could be perceived as musical noises. On the other hand, such musical noise was mitigated by applying conventional NMFs, as shown in Figs. 2(d)–2(f), while sparse NMF and supervised NMF with exemplars failed to reduce background noise. In addition, the semi-supervised NMF notably reduced noises; thus, it distorted speech components. Compared to conventional methods, the proposed method suppressed background noises while enhancing the speech signal with much less distortion than other methods. This implies that the proposed method could provide better speech quality in severe noisy environments than conventional methods.

Next, Figure 3 compares average SDR, SIR, SAR, and PESQ for all the test noisy speech clips for the proposed method with those of the four conventional methods. The proposed method estimated local sparsity from the \textit{a posteriori} SNR to improve the separability at the enhancement step. In addition, the estimated local sparsity was incorporated into online noise dictionary learning, which made the proposed method robust to diverse noises. The performance of the proposed method was compared with those of several conventional methods such as IMCRA, sparse NMF, supervised NMF with exemplars, and semi-supervised NMF. It was shown from the comparison that the proposed method outperformed the conventional methods in terms of SDR, SIR, and PESQ without hurting SAR at different noise types and SNRs.

4. Conclusion

In this paper, a local-sparsity based noise dictionary update was proposed for the NMF-based speech enhancement under realistic noise conditions. The proposed method estimated local sparsity from the \textit{a posteriori} SNR to improve the separability at the enhancement step. In addition, the estimated local sparsity was incorporated into online noise dictionary learning, which made the proposed method robust to diverse noises. The performance of the proposed method was compared with those of several conventional methods such as IMCRA, sparse NMF, supervised NMF with exemplars, and semi-supervised NMF. It was shown from the comparison that the proposed method outperformed the conventional methods in terms of SDR, SIR, and PESQ without hurting SAR at different noise types and SNRs.
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