Unipolar Depression vs. Bipolar Disorder: An Elicitation-based Approach to Short-Term Detection of Mood Disorder
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Abstract

Mood disorders include unipolar depression (UD) and bipolar disorder (BD). In this work, an elicitation-based approach to short-term detection of mood disorder based on the elicited speech responses is proposed. First, a long-short term memory (LSTM)-based classifier was constructed to generate the emotion likelihood for each segment in the elicited speech responses. The emotion likelihoods were then clustered into emotion codewords using the K-means algorithm. Latent semantic analysis (LSA) was then adopted to model the latent relationship between the emotion codewords and the elicited responses. The structural relationships among the emotion codewords in the LSA-based matrix were employed to construct a latent affective structure model (LASM) for characterizing each mood. For mood disorder detection, the similarity between the input speech LASM and each of the mood-specific LASMs was estimated. Finally, the mood with its LASM most similar to the input speech LASM is regarded as the detected mood. Experimental results show that the proposed LASM-based method achieved 73.3%, improving the detection accuracy by 13.3% compared to the commonly used SVM-based classifiers.
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1. Introduction

Unipolar depression (UD) and bipolar disorder (BD) are common mental illness. UD experiences two states: euthymia and depression (low). Different from UD, BD experiences two opposite and extreme emotional states: mania (high) and depression (low) through euthymia. The standard of diagnosis is based on Diagnostic and Statistical Manual of Mental Disorders (DSM-V-TR) [1] which defines symptoms, progressions and family medical history and so on. However, a high percentage of bipolar disorder patients are initially misdiagnosed as having unipolar disorder. This is because BD patients seek medical treatment more often when they are in depression state. This misdiagnosis carries significant negative consequences for the treatment of the BD patients. Therefore, it is crucial to distinguish between BD and UD in order to make an accurate and early diagnosis, leading to improvements in treatment and course of illness. In previous studies, recognition of mood disorder based on speech and facial expression plays an important role in helping clinical diagnosis. UD has attracted many research efforts in different fields in recent years. The results show that these approaches can be used to distinguish depression from a control group in short-term detection [2-9]. However, there is only limited research on BD detection. Most of the studies were focused on long-term mood state monitoring (Mania, euthymia and depression) [10-12].

In short-term detection, the International Affective Picture System (IAPS)-pictures-slideshow intends to provide emotional stimuli of patients, and analyzes their electrodermal response to identify the state of the bipolar patients [13, 14]. Other research tried to identify the state of bipolar patients [15] using video to elicit the emotional state of the patients and collect their facial expressions. Besides facial expression-based approaches, in [16], speech was transformed into lexical information in real-time and used the pre-constructed model from the Alzheimer’s database to determine axiological values and time orientation of lexical features. In human-machine communication, speech is the simplest and fastest way. Through speech, patients can express emotion to doctors directly, and doctors can also understand the mood and thought of the patients effectively. Therefore, this work, based on the elicitation from emotional videos, focuses on speech signals of interviews with the patients for distinguishing BD from UD. Firstly, the eliciting emotional videos were used to elicit the patients’ emotional responses. Speech responses of the patients were collected through the interviews by a clinician after watching each of six emotional video clips. Other research tried to identify the state of bipolar patients [13, 14].

To the best of our knowledge, there is no speech database for the research on elicitation-based short-term detection of mood disorder currently. In this work, we cooperated with Chi-Mei Medical Center in Taiwan for mood database collection and
evaluation. The serial number of the project approved by the Institutional Review Board (IRB) of Chi-Mei Medical Center is 10403-002. This project used six emotional videos, including happiness, fear, surprise, anger, sadness and disgust, to elicit facial expressions and speech responses of the subjects [15, 17]. The speech responses of the subjects in the interviews with a clinician were collected to form the CHI-MEI mood speech database.

Before data collection, each patient was asked to assess his/her mental status based on the criterion presented in [18]-[23]. A basic recording before playing eliciting video was conducted to ensure that the baseline characteristics of the speech responses of the patient can be properly collected. In this step, the clinician explained to the patient the whole recording procedure and asked them the following two questions to collect the baseline speech data of the patient before he/she was elicited by the emotional videos.

1. What kind of videos do you watch on YouTube?
2. What is your favorite movie? Please describe it.

After baseline recording, each patient will watch six eliciting emotional video clips one by one. After watching each video clip, five pre-recorded questions were played to ask the patient for response collection sequentially. The five questions are:

1. What do you think about the above video? (happy, sad, angry, disgusting, fearful and surprised)
2. How intense is it? (ranging from 1 to 5)
3. Which scene in the movie is impressive? Why?
4. Do you have any similar experience like that scene?
5. Are you feeling sick after watching above film?

3. Proposed method

The system framework of the proposed method is illustrated in Fig. 1. In the training phase, the MHMC emotion database is adapted to the CHI-MEI mood database using the Hierarchical Spectral Clustering (HSC) algorithm [24]. The adapted MHMC database were then used to train the LSTM-based emotion generation model. Finally, an LASM [28] is constructed to model the structural relationships among the emotion codewords for each mood. In the test phase, the input speech responses are fed to the LSTM for emotion likelihood generation. The generated emotion likelihoods are used to construct the input LASM to compare with the LASM of each mood. Finally, the mood with its corresponding LASM most similar to the input LASM is determined as the detected mood for the input speech.

3.1. Data adaptation and bottleneck feature extraction

The MHMC emotion database contained six emotion, including happiness, fear, surprise, anger, sadness and disgust. Each emotion contained 200 emotional utterances from 53 university college students. As the collected CHI-MEI mood database is quite small and does not have emotion annotation, the MHMC emotion database was adopted as a reference database to construct an LSTM-based emotion classifier [26]. In order to solve the database bias problem, the HSC algorithm was used to adapt the data in MHMC emotion database to the data in CHI-MEI mood database. In this work, OpenSMILE was used to extract acoustic features, consisting of 32 dimensions of low-level descriptors (LLDs) with 12 kinds of functionals. Totally, 384 dimensions of acoustic features were extracted for each speech segment from each response.

![Figure 1: The system framework](image1.png)

![Figure 2: Typical 3-hidden layer bottleneck feature extraction architecture used in this work.](image2.png)
Fig 2 shows the bottleneck features directly from 384 features. This is different from most bottleneck features that are generated from alternative features. The 384-dimensional feature vector was used as the input to the deep neural networks [27] with 30 hidden units in the bottleneck layer and 500 hidden units for the other hidden layers. We used a learning rate of 0.2 for the remaining 200 epochs during fine-tuning.

3.2. Latent affective space model

For mood modeling, the emotion likelihoods obtained from the LSTM-based classifier were used to construct the LASM to model the structural relationship among the emotion codewords of the emotion likelihoods transformed using the K-means algorithm. Fig. 3 shows the constructed matrix for D codewords and R elicited responses.

Each speech response can be segmented into a speech segment sequence by using a fixed window size of 1 second with 50% overlap. The emotion likelihoods were obtained from the speech segment sequence using the LSTM-based emotion model. All the emotion likelihood vectors were used to construct an emotion codebook $C W = \{c w_1, c w_2, \ldots, c w_D\}$ with D codewords using the K-means algorithm.

In this work, two LASMs are constructed for the two moods: UD and BD, respectively. In order to estimate the importance of each emotion codeword for each response, the Emotion Codeword Frequency–Inverse Elicited Response Frequency (ECF–IERF) is defined as the entry value in the matrix. $m^M_d, r$ denotes the ECF–IERF of the $d$-th emotion codeword for the $r$-th response calculated as follows.

$$m^M_d, r = \text{ECF}^M(d, r) \times \text{IERF}^M(d, r) = \frac{c w^M_d, r}{\sum_j c w^M_j, r} \cdot \log |R_r|$$

where $M \in \{UD, BD\}$, $R = \{R_1, R_2, \ldots, R_R\}$ represents the set of responses and $R_r$ is the $r$-th response. $|R_r|$ is the number of responses and the value is 6, representing six responses in this work. The LASM is proposed to characterize the structural relationship between the emotion codewords and the responses. Fig. 4 shows the process for LASM construction. First, the emotion likelihoods are mapped to the emotion codewords, which are then used to construct the LASM using ECF–IERF.

![Figure 3: The D-by-R matrix for D codewords and R elicited responses.](image3.png)

![Figure 4: Process of LASM construction.](image4.png

For mood detection, the input feature vector sequence $E L^O$ is obtained from observation $O$ based on the LSTM-based emotion classifier. $c w^O$ is the obtained emotion codeword sequence. The Euclidean Distance (EUD) and Cosine Angle Distance (CAD) are used to calculate the similarity between the input speech LASM $L^O$ and the LASM $L^M$ of mood $M$. In order to balance the similarity from the EUD-based and the CAD-based, a linear combination of the similarities of these two terms is employed as follows.

$$M^* = \arg \max_{M \in \{UD, BD\}} P(M | O) = \arg \max_{M \in \{UD, BD\}} P(M | E L^O) = \arg \max_{M \in \{UD, BD\}} P(M | c w^O)$$
$$= \arg \max_{M \in \{UD, BD\}} \text{Score}(L^M | c w^O) = \arg \max_{M \in \{UD, BD\}} \alpha \text{Sim}(L^O, L^M) + (1 - \alpha) \text{Sim}(L^O, L^M)$$

The calculation of the EUD-based similarity and CAD-based similarity between the LASMs of input $O$ and mood $M$ is defined in Eq. (3) and Eq. (4), respectively.
\begin{equation}
Sim_{\text{EUD}}(L^d, L^M) = \frac{1}{1 + e^{\sum_r \sum_j m_{d, r} \cdot m_{j, r}^M}}
\end{equation}

\begin{equation}
Sim_{\text{CDD}}(L^d, L^M) = \left( \sum_r \sum_j m_{d, r} \cdot m_{j, r}^M \right) \left( \sum \sum \sum m_{d, r} \cdot m_{j, r}^M \right)
\end{equation}

where \( m_{d, r} \) is the \( d \)-th emotion codeword with respect to the \( r \)-th response.

4. Result and discussion

In this work, the speech responses were collected from 30 subjects, including 15 UD and 15 BD to construct the CHI-MEI mood database. The average response time of UD and BD is 58.89s and 79.68s. Table 1 show the each average response time in UD and BD at CHI-MEI mood database.

<table>
<thead>
<tr>
<th>Response</th>
<th>UD (s)</th>
<th>BD (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>97.85</td>
<td>57.27</td>
</tr>
<tr>
<td>R2</td>
<td>85.29</td>
<td>66.89</td>
</tr>
<tr>
<td>R3</td>
<td>80.49</td>
<td>30.66</td>
</tr>
<tr>
<td>R4</td>
<td>82.48</td>
<td>92.23</td>
</tr>
<tr>
<td>R5</td>
<td>76.71</td>
<td>74.94</td>
</tr>
<tr>
<td>R6</td>
<td>55.26</td>
<td>31.37</td>
</tr>
</tbody>
</table>

Fig. 5 shows the scree plot of vector quantization using K-means algorithm. X-axis represents the number of emotion codewords and y-axis represents the mean square error under different number of codewords. In this work, 10 emotion codewords was selected for the experiments.

Figure 5: Scree plot of vector quantization using K-means algorithm.

Fig. 6 shows the scree plot of vector quantization using K-means algorithm. X-axis represents the number of emotion codewords and y-axis represents the mean square error under different number of codewords. In this work, 10 emotion codewords was selected for the experiments.

Figure 6: Experimental results on the weighting factor \( \alpha \).

Five-fold cross validation was employed for the following experiments. Fig. 6 shows the results as a function of the value of \( \alpha \). The x-axis is the value of \( \alpha \), and y-axis is the recognition accuracy. The best performance achieved 73.3% for the values of \( \alpha \) from 0.3 to 0.6.

This work compared the performances of the proposed method with the commonly used classifiers support vector machines (SVMs). The libSVM was used for implementation and the RBF kernel was used. The results are shown in Fig. 7. The raw feature recognition using the 384-dimensional features by the SVM achieved 60.00%, while the emotion likelihood (EL) based on SVM was only 53.33%. The reason may rely on that the EL dimension was smaller than that of the raw features. The proposed method is better than the SVM-based method because the proposed method considers the structural relationship between the emotion codewords and the responses.

Figure 7: Comparisons among the traditional SVM-based methods and the proposed method.

5. Conclusions

This work proposed an LASM-based approach using the affective structure to model the structural relationships among the codewords in the six responses. For the database bias problem, the emotion database MHMC was used for adaptation using HSC for emotion likelihood generation. Two LASMs were constructed based on the ECF-IERF which represents the importance and relevance between the emotion codewords and the responses. Experimental results show that the proposed LASM-based method outperformed the commonly used SVM-based methods for mood disorder detection.
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