Speech intelligibility prediction based on the envelope power spectrum model with the dynamic compressive gammachirp auditory filterbank
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Abstract
In this study, we develop a new method to realize speech intelligibility prediction of synthetic sounds processed by nonlinear speech enhancement algorithms. A speech envelope power spectrum model (sEPSM) was proposed to account for subjective results on a spectral subtraction, but it is untested by recent state-of-the-art speech enhancement algorithms. We introduce a dynamic compressive gammachirp auditory filterbank as the front-end of the sEPSM (dcGC-sEPSM) to improve the predictability. We perform subjective experiments on speech intelligibility (SI) of noise-reduced sounds processed by the spectral subtraction and a recently developed Wiener filter algorithm. We compare the subjective SI scores with the objective SI scores predicted by the proposed dcGC-sEPSM, the original sEPSM, the three-level coherence SII (CSII), and the short-time objective intelligibility (STOI). The results show that the proposed dcGC-sEPSM performs better than the conventional models.
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1. Introduction
The ability to obtain a reliable objective measure of speech intelligibility is important to developing sound transmission and processing apparatus. The speech intelligibility index (SII) \cite{1} was proposed to evaluate the effect of the transmission bandwidth and noise in telephone lines. The speech transmission index (STI) \cite{2} was proposed to evaluate the effect of room acoustics based on temporal modulation transfer functions. However, these indexes are not able to evaluate enhanced speech sounds that are processed by recently developed nonlinear noise suppression algorithms such as spectral subtraction and Wiener filtering.

A number of extended algorithms have been proposed to overcome the problems \cite{3, 4, 5, 6}. Kates and Arehart \cite{5} proposed three-level coherence SII (CSII) as an extension of the SII to accommodate the effect of nonlinear processing such as peak clipping. Taal et al. \cite{6} proposed a short-time objective intelligibility (STOI) measure to predict the speech intelligibility of sounds processed by speech separation algorithms such as ideal time-frequency segregation (ITFS).

There is an alternative approach based on the knowledge of the human auditory system. Jørgensen and Dau \cite{7} proposed the speech-based envelope power spectrum model (sEPSM) to predict the intelligibility of speech sounds processed by spectral subtraction. This model consists of the linear gammatone auditory filterbank (GT-FB) \cite{8}, envelope extractors, and modulation filterbanks. Speech intelligibility is estimated from the signal-to-noise ratio (SNR) in the modulation frequency domain. They demonstrated that the sEPSM was able to predict speech intelligibility consistent with the human subjective scores as a function of an over-subtraction factor in the spectral subtraction. However, the sEPSM has been rarely used as an objective measure, and this may be because it has not been evaluated by recently developed speech enhancement algorithms. Moreover, the initial stage of the sEPSM is the classic linear gammatone filterbank, which cannot account for the masking effect of noise on speech, which changes dynamically in the time-frequency domain. Therefore, it is better to introduce the recent knowledge of auditory peripheral processing.

In this paper, we propose to extend the sEPSM with the dynamic compressive gammachirp filterbank (dcGC-FB) \cite{9}, in which the level-dependent frequency selectivity and the gain of the auditory filter were reasonably determined by the data obtained from psychoacoustic masking experiments. In Section 2, we overview the original sEPSM based on the gammatone (GT-sEPSM) to introduce the proposed model (dcGC-sEPSM). In Section 3, we explain the evaluation based on the subjective experiments on speech intelligibility (SI) for noise-reduced sounds by performing a simple spectral subtraction and a state-of-the-art Wiener filter (WF). We describe the calculation of the objective SI scores using three-level CSII and STOI as the competitive algorithms. We explain the results in Section 4.

2. Extension of the sEPSM

2.1. Replacing the auditory filterbank
Figure 1 is a block diagram of the sEPSM extended with the dynamic compressive gammachirp filterbank dcGC-FB, “dcGC-sEPSM.” For convenience, the original sEPSM is referred to as “GT-sEPSM.” The software of the GT-sEPSM is provided as a set of m-files in the Auditory Model Toolbox (AMT) \cite{10}. In the GT-sEPSM, the input signal is analyzed using 22 individual GT filters that have 1/3 octave spacing between the center frequencies, which cover the range from 63 Hz to 8000 Hz. \cite{7} It is not effective to use such a sparse set of filters in the dcGC-FB because it is necessary to calculate the signal level with the dense filter channels \cite{9}. We used a default version of the dcGC-FB that has 100 channels equally spaced on the ERB\textsubscript{b} number, and which covers the speech range between 100 and 6000 Hz.

2.2. Calculation of the SNR in the envelope domain
We extracted the temporal envelope from the output of the individual auditory filter using the Hilbert transform and a low-pass filter. The cutoff frequency of the low-pass filter is 150 Hz. We
calculated the power spectrum of the temporal envelope using the fast Fourier transform (FFT), and it is weighted by seven modulation filters defined in the modulation frequency domain, as described in [7]. Therefore, the total number of envelope power spectra, $P_{\text{env}}$, is the product of the number of auditory filter channels and the modulation filter channel.

Then, we calculated the modulation power spectra of a noisy speech sound, $P_{\text{env},N}$, and noise, $P_{\text{env},N}$, to derive the SNR in the modulation frequency domain, $\text{SNR}_{\text{env}}$. In the original GT-sEPSM [7], $\text{SNR}_{\text{env}}$ is calculated as

$$\text{SNR}_{\text{env}} = \sum_{j=1}^{J} \sum_{i=1}^{I} \left( \frac{P_{\text{env},S+N,i,j} - P_{\text{env},N,i,j}}{P_{\text{env},N,i,j}} \right)^2,$$

(1)

where the audio filter channel is $i \{ i | 1 \leq i \leq I \}$, and the modulation filter channel is $j \{ j | 1 \leq j \leq J \}$. This is because Jørgensen and Dau [7] assumed that the individual audio filters and the modulation filters are completely independent.

However, this is not the case for the dcGC-sEPSM because the 100-ch dcGC auditory filters are highly overlapped with each other. The individual SNR for the modulation filter channel, $j$, is defined as the ratio of the powers summarized across the audio filter channel, $i$, and is given as

$$\text{SNR}_{\text{env},j} = \frac{\sum_{i=1}^{I} (P_{\text{env},S+N,i,j} - P_{\text{env},N,i,j})}{\sum_{i=1}^{I} P_{\text{env},N,i,j}}.$$

(2)

The total SNR is calculated as

$$\text{SNR}_{\text{env}} = \sqrt{\sum_{j=1}^{J} (\text{SNR}_{\text{env},j})^2}.$$  

(3)

2.3. Transformation from SNRenv to percent correct

$\text{SNR}_{\text{env}}$ is converted into the sensitivity index $d'$ of an “ideal observer” by

$$d' = k \cdot (\text{SNR}_{\text{env}})^q,$$

(4)

where $k$ and $q$ are empirically determined constants. Jørgensen and Dau [7] claimed that these values are unaffected by the speech material and experimental conditions. However, it is the case that they are largely dependent on the SNR calculation, as in Eq. 3. More practically, they can be tuned so that the predicted speech intelligibility scores for reference sounds roughly coincide with those of human subjective scores (see section 3.3.1). The speech intelligibility as percent correct, $P_{\text{correct}}$, is predicted from this index $d'$ using a multiple-alternative forced choice (mAFC) model [11] in combination with an unequal-variance Gaussian model [12], and is given as

$$P_{\text{correct}}(d') = \Phi \left( \frac{d' - \mu_N}{\sigma_g + \sigma_S} \right),$$

(5)

where $\Phi$ denotes the cumulative normal distribution. The values of $\mu_N$ and $\sigma_S$ are determined by the response-set size, $m$, which is described in section 3.3.1. The value of $\sigma_S$ is a parameter that is related to the redundancy of the speech material (e.g., meaning sentences or mono-syllables).

3. Evaluation of the model

We used two speech-enhancement algorithms: (1) a simple spectral subtraction algorithm [13] for consistency with the methods in [7]; (2) a state-of-the-art noise-suppression algorithm based on WFPs [14]. We performed subjective experiments and objective predictions for noise-reduced sounds processed by these algorithms. We compared the proposed dcGC-sEPSM with competitive models, GT-sEPSM, CSII, and STOI.

3.1. Speech enhancement algorithms

3.1.1. Spectral subtraction

We estimated the amplitude spectrum of the clean speech, $\hat{S}(f)$, by performing spectral subtraction (SS) defined as

$$\hat{S}(f) = \left[ P_{S+N}(f) - \alpha \hat{P}_N(f) \right]^{1/2},$$

(6)

where $\hat{P}_N(f)$ represents the estimated power spectrum of noise ($N$), $P_{S+N}(f)$ is the power spectrum of the noisy speech ($S+N$), and $\alpha$ denotes an over-subtraction factor. We calculated the power and phase spectra using the STFT with a 2048-point Hanning window and 50% frame shift at a sampling frequency of 16kHz.

3.1.2. Wiener filter with pre-trained speech model

Fujimoto et al. [14] developed a new speech enhancement algorithm based on a WF, for which the filter parameters were estimated using a pre-trained speech model (PSM). Thus, this is referred to as WFPSM below. The PSM is defined as a Gaussian mixture model that is defined in the Mel-spectrum domain using the vector Taylor series based model combination algorithms [15]. This algorithm can reliably distinguish speech from noise in the noisy speech when the PSM is sufficiently trained by clean speech sounds. In this evaluation, we used the 24-channel Mel-filterbank and set the number of Gaussian mixture components for speech and noise at 64 and 1, respectively. Because the filter gain is estimated in the Mel-frequency domain, we transformed it into the WF gain in the linear frequency domain to apply the noisy speech. We also performed the calculations at a sampling frequency of 16kHz.

3.2. Subjective experiments

We performed speech intelligibility experiments of speech sounds of Japanese four-mora words in a database (FW07) [16, 17]. Speech sounds of males (mis) were obtained from the set of the lowest familiarity, which prevents the listeners from complementing the answer by their guess. We prepared nine noisy-speech sets as follows so that every subject listened to a different set to balance the word difficulty.

Noisy speech sounds were generated by mixing the clean speech sounds and pink noise at SNRs of -6, -3, 0, and 3 dB.
3.3. Speech intelligibility models

We calculated the speech intelligibility from the subjective experiments. The models were the dcGC-sEPSM, GT-sEPSM, three-level coherence SII (CSII) [5], and short-time objective intelligibility measure (STOI) [6]. The values of undetermined parameters in these models were simply derived to minimize the mean-squared error (MSE) between speech-intelligibility scores of the model predictions and simply derived to minimize the mean-squared error (MSE) between the predictions of the models and the subjective results. We used the simple method for optimization [18].

3.3.1. GT-sEPSM and dcGC-sEPSM

For the prediction, we are required to determine four constants, \( k, q, \sigma_g, \) and \( m \), in Eqs. 4 and 5. We fixed \( q = 0.5 \) as in [7] and \( m = 20000 \), as described below. We derived the other parameters, \( k \) and \( \sigma_g \), by performing the optimization. The results obtained were \( k = 0.83 \) and \( \sigma_g = 2.74 \) for the dcGC-sEPSM, and \( k = 0.40 \) and \( \sigma_g = 2.85 \) for the GT-sEPSM. The constants for the GT-sEPSM improved the fitting better than the original values (i.e., \( k = \sqrt{1.2} \) and \( \sigma_g = 0.6 \) or 0.9) in [7].

The parameters \( m \) in Eq. 5 relate to the redundancy and the response set size of the speech material [7]. In this model evaluation, we used a dataset of Japanese four-mora words. We estimated the response set size, \( m \), as 20000. The size of the mental lexicon for four-mora syllables was roughly 22500, as estimated from the database [19]. Then, the listeners may guess the answer based on the mental lexicon of two-mora words (3600) or one-mora syllables (102) when they missed parts of word sounds. The estimated value was a result of a compromise between these numbers.

3.3.2. Three-level coherence SII (CSII)

The three-level coherence SII (CSII) [5] uses the “magnitude-squared coherence” (MSC) function, which is the cross-spectral density of noisy and clean signals. The SNR used in the standard SII is replaced by the signal-to-distortion ratio (SDR) in the CSII. The SDR is derived as the MSC of the FFT spectrum weighted by the 16-channel roex filter [20]. The MSC is computed by segmenting the sentences using 30-ms duration Hanning windows with a 75% overlap between adjacent frames to reduce bias and variance in the estimate of the SDR [21]. We performed separate calculations to determine the values of the CSII for three different sound power levels in the short segments. Then, we combined the three CSII values (CSII\(_{low}\), CSII\(_{mid}\), and CSII\(_{high}\)) with weights to predict the speech intelligibility. The prediction formula in the current evaluation was derived after the parameter optimization, and was given as

\[
P_{\text{CSII}}(\text{correct}) = \frac{100}{1 + e^{(2.63 + 0.40 \cdot \text{CSII}_{low} - 1.13 \cdot \text{CSII}_{mid} + 0.60 \cdot \text{CSII}_{high})}}
\]  

3.3.3. Short-time objective intelligibility measure (STOI)

The short-time objective intelligibility measure (STOI) [6] uses the correlations between the envelopes of clean and enhanced signals across all 1/3-octave bands. We calculated the correlation values in the 384-ms frame, and averaged them between all segments and channels to obtain the STOI. The STOI is transformed into speech intelligibility by the logistic function with the optimized parameters. In the current evaluation, it was given as

\[
P_{\text{STOI}}(\text{correct}) = \frac{100}{1 + e^{(-7 \cdot 4.2 \cdot \text{STOI} + 5.35)}}
\]  

4. Results

4.1. Speech intelligibility curve

Figure 2 shows the average percentage of correct values as a function of the speech SNR from (a) the subjective experiment, (b) the model predictions using the proposed dcGC-sEPSM, (c) the original sEPSM (GT-sEPSM), (d) the three-level CSII, and (e) the STOI. There are four conditions for the speech enhancement algorithms (SS\(_{1.0}\), WF\(_{0.0}\) PSIM, WF\(_{0.1}\) PSIM, and WF\(_{0.2}\) PSIM), and the “Unprocessed” condition for the reference. The percentage of correct values is the average across the nine noisy speech sets that were used for both the subjective experiments with the nine listeners and the objective predictions. To obtain the speech intelligibility (SI) curve, we used the bootstrap method [22, 23] to fit a cumulative Gaussian psychometric function to the four percent-correct values.

In the human subjective results in Fig. 2(a), the SI curve for WF\(_{0.2}\) PSIM is higher than the curve for the unprocessed condition. In contrast, the curves for WF\(_{0.1}\) PSIM and SS\(_{1.0}\) are lower. The curve for WF\(_{0.0}\) PSIM crosses the curve of the unprocessed condition. The results imply that the speech intelligibility in the subjective experiments is slightly improved by using WF\(_{0.2}\) PSIM. We compared the prediction models with this result as follows.

The SI curves predicted by the dcGC-sEPSM in Fig. 2(b) are roughly located in the same range as the human subjective results in Fig. 2(a). The SI curves for all speech enhancement algorithms are roughly parallel, and the order is: WF\(_{0.2}\) PSIM > WF\(_{0.1}\) PSIM > SS\(_{1.0}\) ≈ WF\(_{0.0}\) PSIM. The curve for the unprocessed condition is higher than the other curves when SNR ≥ 0 dB, and when it is lower than the curves of WF\(_{0.2}\) PSIM and WF\(_{0.1}\) PSIM.
However, the orders of the three curves of WF_{PSM} are the same as the curves in the subjective results. The main difference is that the curve of WF_{PSM} is roughly the same as the curve of SS[^1.0].

The SI curves predicted by the GT-sEPSM in Fig. 2(c) are different from the curves in the subjective results. The order of the curves is: Unprocessed \(\gg\) SS[^1.0] \(\gg\) WF_{PSM} \(\gg\) WF_{PSM}^[0|1.0]\(\gg\) WF_{PSM}^[0|0]. Because the order of the curves between SS[^1.0] and three WF_{PSM} is opposite, the GT-sEPSM cannot account for the subjective results. It was not possible to compensate the order simply by adjusting the model parameters.

The SI curves predicted by the three-level CSII in Fig. 2(d) are positioned more diversely than the SI curves in the subjective results. The order is: WF_{PSM}^[0|1.0] \(\gg\) Unprocessed \(\gg\) WF_{PSM}^[0|2] \(\approx\) WF_{PSM} \(\gg\) SS[^1.0]. The three-level CSII could not account for the subjective results because the order of the three WF_{PSM} curves is opposite.

The SI curves predicted by the STOI in Fig. 2(e) are roughly parallel, and the order is: WF_{PSM}^[0|1] \(\approx\) WF_{PSM}^[0|0] \(\approx\) WF_{PSM}^[0|2] \(\gg\) Unprocessed \(\gg\) SS[^1.0]. Because there is no difference between the three WF_{PSM} curves, the STOI cannot account for the subjective results.

4.2. Speech reception threshold

To perform a detailed analysis of the results, we calculated the speech reception threshold (SRT). The SRT is defined as the SNR value associated with a 50% correctness. The speech intelligibility is generally high when the SRT value is small.

Figure 2(f) shows the SRT values in dB for human subjective results and model predictions obtained by the dcGC-sEPSM and STOI. The filled bar and error bar represent the average and standard deviation, respectively, across the nine noisy-speech sets (which corresponds to the nine listeners described in section 3.2). The SRT values for the GT-sEPSM (Fig. 2(c)) and the three-level CSII (Fig. 2(d)) are not presented here because some of the values are much greater than the SRT value of 6 dB. The SRT values for the dcGC-sEPSM (Fig. 2(b)) are generally consistent with the SRT values in the human subjective results, with the exception of the condition of WF_{PSM}[^0.0]. In contrast, the SRT values in the STOI (Fig. 2(e)) for the three variations of WF_{PSM} are almost identical, and are much smaller than the subjective results. In the current evaluation, we confirmed that the STOI is not a good measure.

The reason for the flipped SRT for WF_{PSM}[^0.0] in the dcGC-sEPSM may be due to the ambiguous definition of noise in [7], which was employed to calculate SNR_{env} using Eq. 2. The noise sounds obtained by WF_{PSM}[^0.0] were somewhat speech-like, which may have resulted in the low value of SNR_{env}. Therefore, in our future study, we need to consider the definition of noise.

5. Conclusions

In this study, we extended the speech-based envelope power spectrum model (sEPSM) using the dynamic compressive gammatrump auditory filterbank (dcGC-FB) which accounts for the masking characteristics in the auditory peripheral processing. We performed subjective experiments and predictions of the speech intelligibility of speech sounds enhanced by the state-of-the-art Wiener filtering method with a pre-trained speech model and a simple spectral subtraction. The results show that the proposed dcGC-sEPSM predicts the human subjective results better than the original sEPSM, the three-level CSII, and the STOI, which are frequently used as objective measures.
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