Data augmentation using multi-input multi-output source separation for deep neural network based acoustic modeling
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Abstract

We investigate the use of local Gaussian modeling (LGM) based source separation to improve speech recognition accuracy. Previous studies have shown that the LGM based source separation technique has been successfully applied to the runtime speech enhancement and the speech enhancement of training data for deep neural network (DNN) based acoustic modeling. In this paper, we propose a data augmentation method utilizing the multi-input multi-output (MIMO) characteristic of LGM based source separation. We first investigate the difference between unprocessed multi-microphone signals and multi-channel output signals from LGM based source separation as augmented training data for DNN based acoustic modeling. Experimental results using the third CHiME challenge dataset show that the proposed data augmentation outperforms the conventional data augmentation. In addition, we experiment the beamforming applied to the source separated signals as runtime speech enhancement. The results show that the proposed runtime beamforming further improves the speech recognition accuracy.
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1. Introduction

Automatic speech recognition (ASR) is essential for robot interaction systems and call center analytics, and it is one of the popular features in smart devices such as tablets and smartphones. Since deep neural network (DNN) has become the dominant acoustic model for ASR in recent years, the accuracy of ASR is sufficiently high when an input signal is recorded in a quiet room or using a close-talking microphone. However, the accuracy is poor when a microphone input signal is contaminated by several noise sources, e.g., background noise sources, the speech of other people, and reverberation in most practical situations for smart devices. Therefore, robustness against these noises is crucial for ASR in smart devices.

To achieve robustness against noises, several speech enhancement techniques have been proposed. Single-channel noise reduction techniques such as spectral subtraction [1], minimum mean-square error short-term spectral amplitude (MMSE-STSA) [2], and optimally-modified log-spectral amplitude (OM-LSA) [3] have been studied. These techniques are mainly utilized for stationary noise reduction.

When the noise sources are highly non-stationary such as speech sources, the performance of single-channel noise reduction is severely degraded. For non-stationary noise reduction, multi-channel noise reduction techniques have been studied. Beamforming techniques [4] are one of the major techniques in this field. When the direction-of-arrival (DOA) of the desired source signal is known in advance, beamforming techniques can accurately reduce non-stationary noise sources. However, when the actual DOA of the desired source signal is different from the pre-given DOA, the output signal is distorted because of the signal cancellation problem [5]. To avoid the signal cancellation problem, blind source separation techniques have been studied, e.g., independent component analysis and local Gaussian modeling (LGM) [6].

Previously, we proposed the ASR system incorporating the LGM based blind source separation method and DNN based acoustic modeling under daily non-stationary noise environment using multi-microphone tablet devices [7]. The LGM based source separation has been successfully applied to the runtime speech enhancement and the speech enhancement of training data for DNN based acoustic modeling. While the speech enhancement applied to both training data set and test data set was effective, the total amount of training data set which we used is thought to be small for DNN training. In this situation, DNNs cannot learn the expected feature transformation such that speaker and noise variations are absorbed and irrelevant features are ignored.

Data augmentation has shown to be an effective approach for DNN training in such limited-resource situations. Elastic spectral distortion method was investigated in [8], and showed the effectiveness of vocal tract length distortion, speech rate distortion, and frequency-axis random distortion. However, such distortions are mainly focused on speaker variations, not on noise variations.

In this paper, we show that the LGM based source separation can be used for data augmentation to improve the noise-robustness of DNN based acoustic models. The multi-input multi-output (MIMO) characteristic of the LGM based source separation can be used for data augmentation. In addition, we show that the effect of runtime beamforming applied after the source separation.

The remainder of the paper is organized as follows. In Section 2 we describe the overview of our ASR system. We then describe the proposed data augmentation method in Section 3. The experimental results of the proposed method are described in Section 4, and finally the conclusion is presented in Section 5.

2. ASR System

2.1. Training speech enhancement and acoustic modeling

Figure 1 shows an overview of the acoustic modeling system incorporated with speech enhancement. At first for reduction of directional noises, we utilize the LGM based blind source separation method [6] against six-channel input signals.

The LGM based method separates input signals into predefined number of sources (three in this paper). Each separated
source have six-channel outputs. Since the LGM-based separation is performed for each frequency bin independently, the permutation alignment is solved using power-spectrum correlation based method and DOA based method. Finally, the target source selection is performed to select the signal that most closely related to the target signal among the separated signals. To select the target signal, the DOA histogram is calculated for each separated signal by using steered response power with the phase transform (SRP-PHAT) algorithm [9].

Then, the proposed data augmentation is applied for composing the training set. Acoustic modeling is performed using the augmented training set. In this study, we use the Context-dependent deep neural networks with hidden Markov models (CD-DNN-HMM) developed as CHiME-3 baseline system [10]. However, we modified the input features to achieve noise-robustness. The input features are based on 40-dimensional log melfilterbank coefficients with an energy term. The mean and variance normalization is performed per utterance. Then, the delta and delta-delta features are appended.

The system constructs three types of acoustic models: baseline Gaussian mixture models (GMMs), a DNN trained with the cross-entropy criterion, and a DNN trained by the sequence discriminative training method with the state-level minimum Bayes risk (sMBR) criterion.

2.2. Runtime speech enhancement and decoding

Figure 2 shows an overview of the runtime speech enhancement and decoding. At runtime, the LGM based source separation is performed in the same manner as the training speech enhancement. speech enhancement. In this paper, we experiment the beamforming applied to the separated signal.

Then, the signal is decoded through trained acoustic model. The system constructs three types of acoustic models: baseline Gaussian mixture models (GMMs), a DNN trained with the cross-entropy criterion, and a DNN trained by the sequence discriminative training method with the state-level minimum Bayes risk (sMBR) criterion.

3. Proposed method

3.1. Data augmentation using MIMO source separation

A simple approach to data augmentation focused on noise variations is “multi-microphone training”. To train an acoustic model using signals from multiple microphones has shown to be effective [12]. However, the signals from multiple microphones are unprocessed noisy data. While more variations on noises are captured than using single microphone, it leads mismatched condition between noisy training signals and enhanced test signals.

We propose the data augmentation method using multiple output signals from LGM based source separation. Because LGM has MIMO characteristic, each source has multiple output signals.

In the MIMO source separation, the multi-microphone signal in the time-frequency domain $x(f,t)$ is expressed as

$$x(f,t) = \sum_{j=1}^{J} c_j(f,t),$$

(1)

where $c_j(f,t) = [c_{j1}(f,t), \ldots, c_{jM}(f,t)]^\top$ is the contribution of the $j$th source to the mixture signals, $J$ is the number of sources, and $M$ is the number of microphones. The source separation problem is to estimate $c_j(t)$ from $x(t)$.

In the LGM approach, the multichannel covariance matrix of each speech source is assumed to be a multiplication of a time-variant scalar coefficient $v_j(f,t)$ and a time-invariant multichannel matrix $R_j(f)$ for $j$th source. The LGM estimates the maximum likelihood value of $v_j(f,t)$ and $R_j(f)$ by using expectation-maximization (EM) algorithm. Then, the separated signal can be obtained by multichannel Wiener filtering

$$c_j(f,t) = v_j(f,t)R_j(f)R^{-1}_w(f,t)x(f,t),$$

(2)

where $R_w(f,t)$ is the covariance matrix of the input signal $x(f,t)$ which is the sum of covariance matrix of every sources. This separated signal for each source has the same number of channels as the input signal.

While the LGM has MIMO characteristic, the beamforming method has multi-input single-output (MISO) characteristic. In the beamforming method, the separated signal $y(t)$ is obtained as follows:

$$y(t) = w(t)x(t),$$

(3)

where $w(t)$ is the multichannel filter of the desired source, which is obtained by using the estimated steering vector and the multichannel covariance matrix of the noise source. The beamforming result cannot be used for the proposed data augmentation because its output is a single-channel signal.
Figure 3 shows the difference among the conventional method, multi-microphone training, and the proposed method. The proposed method can capture the residual noise observed in the separated signals both training and runtime speech enhancement processes.

3.2. Runtime beamforming after LGM based source separation

In the previous system in [7], LGM based source separation was performed as runtime speech enhancement. However, we only used the single-channel signal for decoding. The fifth microphone was selected because it was closest to a user.

In this paper, we experiment the beamforming after LGM based source separation. Since LGM based source separation has MIMO characteristic and separated multi-channel signals can preserve the spatial information, the beamforming technique can be applied to the separated signals. This approach can be interpreted as MIMO source separation as pre-filter for the beamforming as shown in [13]. We used weighted delay and sum beamforming proposed in [14].

4. Experiment

4.1. Data set

We use the CHiME-3 corpus, which targets the ASR for a multi-microphone tablet device used in everyday noisy environments [10]. A six-channel microphone array embedded in a tablet device was used for recording audio data. The recordings have been made in four varied environments: café (CAF), street junction (STR), public transport (BUS), and pedestrian area (PED). The training data consists of 1600 real noisy utterances, and 7138 simulated utterances constructed by mixing clean speeches with noise backgrounds. The total amount of training data set is 18 hours.

To evaluated the proposed system, we calculated the average word error rate (WER) in accordance with the CHiME-3 task specification described in [10].

In the tables shown below, “dev-real” denotes the real utterances in the development set, and “test-real” denotes the real utterances in the test set. In the CHiME-3 corpus, the development set consists of 1640 real utterances, and the test set consists of 1320 real utterances.

4.2. Effect of data augmentation

The training results on the proposed data augmentation method is shown in Table 1. The result shows that proposed data augmentation reduces the word error rate (WER) from 12.2% to 10.0% for the real test set. The proposed method outperforms the multi-microphone training with unprocessed signals. For the development set, the proposed data augmentation does not reduce WER. This is because the noise characteristic in the development set is relatively similar to the noise in the training set, while the test set is not very similar. The results show that the proposed data augmentation can achieve the robustness against the noise variations. When the proposed data augmentation and unprocessed multi-microphone training are both applied, the results are better than the proposed data augmentation only. This is because
Table 1: WER(%) on the data augmentation

<table>
<thead>
<tr>
<th>Method</th>
<th>dev-real</th>
<th>test-real</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-microphone</td>
<td>7.4</td>
<td>13.2</td>
</tr>
<tr>
<td>multi-microphone</td>
<td>7.2</td>
<td>11.0</td>
</tr>
<tr>
<td>LGM single-microphone</td>
<td>6.0</td>
<td>12.2</td>
</tr>
<tr>
<td>proposed</td>
<td>6.6</td>
<td>10.0</td>
</tr>
<tr>
<td>proposed + multi-microphone</td>
<td>5.3</td>
<td>9.2</td>
</tr>
</tbody>
</table>

4.3. Effect of the runtime beamforming

The evaluation results on the proposed beamforming method is shown in Table 2. The result shows that the beamforming reduces the WER from 10.0% to 9.6% for the real test set. The proposed beamforming method used together with the proposed data augmentation and the multi-microphone training further reduces the WER from 9.2% to 8.8%. There is a mismatch between training set signal and test set signal because the beamforming is not applied to the training data set. However, the degradation introduced by the beamforming is negligible compared with the positive effect that improves the signal to noise ratio.

Table 2: WER(%) on the beamforming (BF)

<table>
<thead>
<tr>
<th>Method</th>
<th>dev-real</th>
<th>test-real</th>
</tr>
</thead>
<tbody>
<tr>
<td>data augmentation</td>
<td>BF</td>
<td></td>
</tr>
<tr>
<td>LGM single-microphone</td>
<td>off</td>
<td>6.0 12.2</td>
</tr>
<tr>
<td>on</td>
<td>6.1 11.7</td>
<td></td>
</tr>
<tr>
<td>proposed</td>
<td>off</td>
<td>6.6 10.0</td>
</tr>
<tr>
<td>on</td>
<td>6.1 9.6</td>
<td></td>
</tr>
<tr>
<td>proposed + multi-microphone</td>
<td>off</td>
<td>5.3 9.2</td>
</tr>
<tr>
<td>on</td>
<td>5.4 8.8</td>
<td></td>
</tr>
</tbody>
</table>

4.4. Evaluation detail on various noise environment

The detailed results on every environmental conditions compared with the conventional results are shown in Table 3.

The proposed method reduces the WER for every environmental conditions, especially at the CAF environment. The relative improvement is 28.0% in the CAF environment for the real test set. The primary noise source of CAF environment is speech of other people, which is highly non-stationary. The results show that the proposed method works well for such highly non-stationary noise sources.

Table 3: Detailed WER(%) on various noise environments

<table>
<thead>
<tr>
<th>Method</th>
<th>Env.</th>
<th>dev-real</th>
<th>test-real</th>
</tr>
</thead>
<tbody>
<tr>
<td>proposed system</td>
<td>Total</td>
<td>5.4</td>
<td>8.8</td>
</tr>
<tr>
<td>BUS</td>
<td>8.6</td>
<td>12.6</td>
<td></td>
</tr>
<tr>
<td>CAF</td>
<td>3.8</td>
<td>7.5</td>
<td></td>
</tr>
<tr>
<td>PED</td>
<td>3.9</td>
<td>8.1</td>
<td></td>
</tr>
<tr>
<td>STR</td>
<td>5.6</td>
<td>7.0</td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we investigated the use of local Gaussian modeling (LGM) based source separation for the data augmentation. The proposed data augmentation method is based on the multi-input multi-output (MIMO) characteristic of LGM based source separation. The proposed method was evaluated using the third CHiME challenge dataset. The proposed data augmentation using LGM based source separation achieved promising noise-robustness and shown to be superior to the conventional uncompressed multi-microphone based method. Additionally, we examined the beamforming applied after the source separation as runtime speech enhancement. The experimental results showed that the beamforming at runtime further improves the accuracy of ASR. It is also shown that the proposed method is effective against every environmental condition, especially highly non-stationary noises such as speech of other people are contaminated.
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