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1. Introduction

The diachronic nature of news content causes frequent variations in the linguistic content and vocabulary, leading to Out-Of-Vocabulary (OOV) words problem for Large Vocabulary Continuous Speech Recognition (LVCSR). Simply appending the Language Model space can perform well for retrieval of the target OOV PNs. In our previous work [1] we have shown that methods based on Latent Dirichlet Allocation (LDA) topic space can perform well for retrieval of the target OOV PNs.

1For a given audio documents several OOV PNs can be relevant. The ones actually present in the audio are referred as target OOV PNs.

Abstract

Many Proper Names (PNs) are Out-Of-Vocabulary (OOV) words for speech recognition systems used to process diachronic audio data. To enable recovery of the PNs missed by the system, relevant OOV PNs can be retrieved by exploiting the semantic context of the spoken content. In this paper, we explore the Neural Bag-of-Words (NBOW) model, proposed previously for text classification, to retrieve relevant OOV PNs. We propose a Neural Bag-of-Weighted-Words (NBOW2) model in which the input embedding layer is augmented with a context anchor layer. This layer learns to assign importance to input words and has the ability to capture (task specific) key-words in a NBOW model. With experiments on French broadcast news videos we show that the NBOW and NBOW2 models outperform earlier methods based on raw embeddings from LDA and Skip-gram. Combining NBOW with NBOW2 gives faster convergence during training.
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1.1. Related Work

The task of retrieval of OOV and PNs relevant to an audio document has been presented in previous works. These include methods based on probabilistic topic models applicable to common PNs [6, 7] and those addressing even the less frequent PNs [1, 8]. Word embedding based methods to retrieve relevant PNs have been tried for audio documents with multiple news events [9]. More recently [10] document similarity based methods have been shown to perform better, especially for retrieval of less frequent PNs. Compared to these works we explore neural networks trained to retrieve relevant OOV PNs, for audio documents with a single or coherent news event.

Our methodology in this paper is related to the recent approaches of text classification with neural networks. In this context, fully connected feed forward networks [5, 11], Convolutional Neural Networks (CNN) [12, 13, 14] and also Recurrent Neural Networks (RNN) [15, 16, 17, 18, 19] have been applied. On one hand, the approaches based on CNN and RNN capture rich compositional information, and have been outperforming the state-of-the-art results in text classification; on the other hand they are computationally intensive and require careful hyper-parameter selection and/or regularisation [20, 19]. For our task we rely on document level bag-of-words architectures mainly because they are suitable to process LVCSR transcriptions of audio documents, which are firstly prone to noise in
word sequence due to word errors and secondly have no direct
information about position of OOVs. Moreover, in contrast to
the tasks in most state-of-the-art works in text classification, our
task has a large number of output classes (OOV PNs) and the
distribution of documents per OOV PN is very skewed [8].

We found that the work of Ling [21] is related to our pro-
posal of using different weights for words. However, they use
word position based weights to improve vectors learned by the
Continuous Bag-Of-Words (CBOW) [22] model. Our NBOW2
model learns a context anchor vector to assign task specific
word importance weights. The NBOW2 model is a variation
of our D-CBOW model reported earlier [23]. We will high-
light the differences between these models and show that the
NBOW2 model gives a better retrieval performance. However,
an explicit comparison of the two is not in scope of this paper.

2. Neural Bag-of-Words Model
The Neural Bag-of-Words (NBOW) model [24, 5] is a fully con-
nected neural network which maps input text \( X \), a sequence of
words, to one of \( k \) output labels. The input to this model is
in BOW form where the index of input words are set to 1 or
number of occurrences of that word. The first hidden layer has
d dimensional word vectors for each word in the chosen task
vocabulary. Given the word vectors \( v_w \) for the words \( w \in X \),
the output of this layer is an average of the input word vectors:
\[ z = \frac{1}{|X|} \sum_{w \in X} v_w. \]
The average vector \( z \) is then fed to a fully connected layer to estimate probabilities for output labels as
\[ y = \text{softmax}(W_1 z + b), \]
where \( W_1 \) is \( k \times d \) matrix, \( b \) is a bias vector and \( \text{softmax}(q) = \exp(q)/\sum_{j=1}^{d} \exp(q_j) \). The NBOW model is trained to minimise the categorical cross-
entropy loss [25].

In our task to retrieve OOV PNs relevant to an audio document is given at the input and the softmax probabilities at the output are used as scores to rank and retrieve the OOV PNs.

2.1. Proposed Neural Bag-of-Weighted-Words Model
While the NBOW model learns word vectors specialised for the
task, we feel that it fails to explicitly use, as well as provide,
the information that certain words are more important than the others for the given task. We thus propose the NBOW2 model, with the motivation to enable the NBOW model to learn and use task specific word importance weights. As compared to the NBOW model, our proposed NBOW2 model is a weighted sum composition of the input word sequence \( X \), calculated as:
\[ z = \frac{1}{|X|} \sum_{w \in X} \alpha_w v_w \tag{1} \]
where \( \alpha_w \) are the scalar word importance weights for each word \( w \in X \), obtained by introducing a global context anchor vector \( a \) as:
\[ \alpha_w = f(v_w \cdot a) \tag{2} \]
where \(( \cdot )\) represents a dot product and \( f \) scales the importance weights to \([0, 1]\). We believe that the vector \( a \), which is itself learned and updated along with the word vectors, will act as a reference for the separation and the composition of the word vectors into a context vector; hence the term anchor. For function \( f \), common activation functions sigmoid, softmax (as in
[23]) and even hyperbolic tangent can be used. From our experi-
iments we found that the sigmoid function \( f(x) = (1+e^{-x})^{-1} \) is a better choice in terms of model convergence and accuracy.

As compared to the NBOW model, the NBOW2 model will in-
clude an additional anchor vector, with the training and testing both using Equations 1 and 2.

3. Experiments and Results
3.1. Baseline Methods
The first baseline is the LDA based method, (Method I) from our previous work [1], briefly described below. We also exam-
mine an extension of this method to Skip-gram word vectors.

- **LDA Topic Space Representations:** LDA topic model is trained on the diachronic text corpus. A topic vocabulary, the number of topics \((T)\) and Dirichlet priors \((\alpha, \beta)\) are first chosen. Topic model parameters \(\theta\) and \(\phi\) are then estimated using Gibbs sampling algorithm [26]. During test, the latent topic mixture \( p(t|h) \) of the LVCSR word hypothesis \( h \) is inferred. Then the likelihood of an OOV PN \( \tilde{v}_i \) in the diachronic corpus is calculated, using \( p(\tilde{v}_i|t) \) from \( \phi \), as:
\[ p(\tilde{v}_i|h) = \sum_{t=1}^{T} p(\tilde{v}_i|t)p(t|h). \]
To retrieve relevant OOV PNs, \( p(\tilde{v}_i|h) \) is calculated for each OOV PN \( \tilde{v}_i \) and used as a score to rank the OOV PNs.

- **Raw Skip-gram Vectors:** Skip-gram word vectors are trained for the words in the diachronic corpus. Given the word vectors and their linearity property, we obtain a repre-
sentation for a test document by taking an average of vector
of words in the document. This representation is re-
ferrred to as AverageVec. The \( d \) dimensional vector repre-
sentation of the LVCSR word hypothesis \( h \) is compared with the vector \( \tilde{v}_i \) for each of the OOV PNs to calculate a score
\[ s_i = \text{CosSim}(h, \tilde{v}_i), \]
where \text{CosSim}(\cdot, \cdot) is the cosine similarity. Score \( s_i \) is used to rank the OOV PNs \( \tilde{v}_i \). The NBOW model can be seen as the AverageVec setup trained in a su-
ervised manner but it is clear that this supervision is free of labelling costs.

3.2. Experiment Corpus
Table 1 presents the main characteristics of the French language
diachronic broadcast news datasets which will be used as the
train, validation and test sets in our study. Detailed description of
the datasets is available in our previous works [27, 23]. The
L’Express dataset will be used as a diachronic corpus to train
topic/context/topic models, in order to infer the OOV PNs relevant
to Euronews videos. Non video text articles from Euronews
are used as a validation/development set. The words and PNs which
occur in the lexicon of our Automatic News Transcription
System (ANTS) [28] are tagged as IV and remaining PNs are
tagged as OOV. The total number of OOV PNs to be retrieved in
the test set, obtained by counting unique OOV PNs per video, is
4694. Out of 4694, up to 2010 (42%) OOV PNs can be retrieved with the L’Express diachronic train set. The target OOV PN coverage can be further increased by augmenting additional text datasets, as discussed in another work [27].

3.3. Experiment Setup
The ANTS [28] LVCSR system is used to perform automatic
segmentation and speech-to-text transcription of the test set.

---

2Word vectors from Skip-gram model give a better performance in our task than the word vectors from the CBOW model [2].
The automatic transcriptions of the test audio news obtained by ANTS have an average Word Error Rate (WER) of 40% as compared to the reference transcriptions available from Euronews.

The train, dev and test texts are pre-processed as in our previous works [27, 23]. For comparison, the number of LDA topics and the dimensionality of the different neural context models are chosen to be equal and set to 400. A window size of 15 is chosen for training Skip-gram vectors. This selection of model hyper-parameters is based on performance on the validation set.

Our baseline methods (Section 3.1) are denoted as LDA and AverageVec. Proposed models (Section 2) are denoted as NBOW and NBOW2. Additionally we propose a combination of the NBOW and NBOW2 models, denoted as NBOW2+, in which the NBOW and NBOW2 averaged context vectors are concatenated together, both during training and test.

### 3.4. Training the NBOW group of models

For the NBOW group of models, we first train Skip-gram word vectors on the diachronic text corpus and use them to initialise the input layer vectors. This gives better performance than random initialisation. Then the NBOW, NBOW2 and NBOW2+ models are trained in 2 phases. In the first training phase, only the output parameters \((W_l, b)\), and the anchor vector \((a)\) for the NBOW2 and NBOW2+ models, are trained, keeping the input word vectors fixed. After this first training phase, all the model parameters are trained and updated in the second training phase. We found that a model trained in two phases in such a manner gives a better retrieval performance compared to the same model in which all the parameters are trained in one go.

To control the training of all the NBOW models an early stopping criterion [29] based on the validation set error is used. Early stopping is applied in both the first and the second training phases. Further we applied a dropout at the input layer (word dropout) [19, 5]. With experiments on validation set we chose a word dropout probability of 0.9 (from among 0, 0.25, 0.5, 0.75 and 0.9)\(^3\). All NBOW models were trained with gradient descent algorithm with ADADelta [30].

Figure 1 shows a graph of validation set errors, of the NBOW, NBOW2 and NBOW2+ models, as the training progresses. It must be noted that this error is like a classification error stating whether an OOV PN in the validation set documents is given the highest output probability or not. It will help to analyse the learning of the models. For instance it can be observed that the NBOW2+ model gives a faster convergence without compromise in error rate. More detailed discussion on this and the retrieval performance will follow in next sections.

\(^3\)A word dropout probability \(p\) does not necessarily translate to leaving out \(p\%\) of the input words.

### 4. Discussion

#### 4.1. OOV PN Retrieval Performance

Figure 2 shows the Recall and Mean Average Precision (MAP) [31] performance of retrieval of OOV PNs for all the methods. The graphs shown are for the reference transcriptions (left) and the LVCSR transcriptions (right) of the Euronews test set audio. The X-axis represents the number of OOV PNs selected from the diachronic corpus i.e. the ‘N’ in the top-N retrieved results. The Y-axis represents recall (top) and MAP (bottom) of the target OOV PNs. We can observe that our previous method based on LDA [1] performs better than AverageVec, which follows a similar methodology but with Skip-gram word vectors. The recall and MAP retrieval performance for NBOW, NBOW2 and NBOW2+ models is very similar and their graphs are overlapping. But as mentioned earlier, combining the NBOW and NBOW2 representations in the NBOW2+ model gives a faster convergence in training. Overall the three models clearly outperform the baseline methods in terms of recall and MAP, both for reference and LVCSR transcriptions. (Similarly they outperformed the document similarity method [10] which improves performance for less frequent PNs, at the cost of searching the diachronic corpus. The best of these methods achieved a maximum MAP of 0.519 for reference and 0.462 for LVCSR.)

#### 4.2. Scrutinising the training of NBOW model

We try to examine how much the choice of training hyper-parameters affects the NBOW model training. Table 2 depicts the effect of applying word dropout. The comparison is in terms

---

Table 1: Diachronic (French) news datasets used for experiments

<table>
<thead>
<tr>
<th>Type</th>
<th>L’Express (train)</th>
<th>Euronews (valid)</th>
<th>Euronews (test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Period</td>
<td>Text</td>
<td>Text</td>
<td>Video</td>
</tr>
<tr>
<td>OOV PN unigrams</td>
<td>9.3K</td>
<td>3.4K</td>
<td>3.1K</td>
</tr>
<tr>
<td>OOV PN Documents</td>
<td>26.5K</td>
<td>1.9K</td>
<td>1.9K</td>
</tr>
<tr>
<td>Total OOV PN count</td>
<td>107K</td>
<td>6.9K</td>
<td>6.2K</td>
</tr>
</tbody>
</table>

Figure 1: Validation set errors during training of NBOW, NBOW2 and NBOW2+ models. (--- markers indicate end of first training phase and begin of second training phase)

Figure 2: OOV PN retrieval performance for Euronews audio test set. \(\bullet\) is LDA, \(\rightarrow\) Average Vec, \(\leftarrow\) NBOW, \(\rightarrow\) NBOW2, \(\rightarrow\) NBOW2+. (NBOW, NBOW2 and NBOW2+ give similar performance and their graphs are overlapping.)
of maximum MAP achieved for the LVCSR hypothesis. For space constraints we show only for 100 and 400 word vector dimension NBOW models. Firstly, it is clear that word dropout improves the MAP performance significantly and secondly we cannot attribute the increase in number of training epochs to increase in word dropout. Next we increased the ADADELTA decay constant ($\rho$) from 0.99, as in our experiments, to 0.95. The training takes fewer epochs but the MAP performance also reduces. For instance with word dropout probability $p = 0.9$, the 100 and 400 dimensional models take 185 and 351 epochs respectively and achieve a maximum MAP of 0.45 and 0.5 respectively. These MAP values are significantly lower than those with $p = 0.99$. Further we also trained the (400) NBOW and NBOW2+ models with fixed number of epochs (100) in the first and (50) second training phases. The NBOW2+ model still achieved a maximum MAP (0.553) comparable to NBOW (0.556), the difference being statistically insignificant. And these MAP values are significantly lower than that (0.568) obtained from training with early stopping. From these experiments, we can conclude that to obtain better retrieval performance with the NBOW model we need a longer training, which can be reduced by the NBOW2+ model as depicted in Figure 1.

Table 2: The maximum MAP obtained by NBOW models of 100 and 400 dimension word vectors in given number of epochs (2 training phases). * denotes difference in MAP is statistically insignificant [32] compared to MAP with $p = 0.9$.

<table>
<thead>
<tr>
<th>word dropout probability ($p$)</th>
<th>0.0</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 epoch</td>
<td>0.500</td>
<td>0.497*</td>
<td>0.514</td>
<td>0.536</td>
<td>0.540</td>
</tr>
<tr>
<td>400 epoch</td>
<td>0.525</td>
<td>0.519*</td>
<td>0.533</td>
<td>0.561</td>
<td>0.568</td>
</tr>
</tbody>
</table>

4.3. Word Importance weights of NBOW2 model

We present Figure 3 to discuss (a) the scalar word importance weights $\alpha_w$, (b) the choice of the function $f$, for the NBOW2 model (see Equation 2). Considering a sample test document, the left graph of Figure 3 shows the weights assigned by the NBOW2 model with $f$ as sigmoid activation and the right graph shows the weights assigned by $f$ as softmax activation. Firstly, it is clear from these graphs that the NBOW2 models have learned that different words have different degree of importance. For example, for this document with the missing OOV PN kehm (https://de.wikipedia.org/wiki/Sabine_Kehm), as per the left graph the top four important words are michaël, formule, critique and hospitaliser and the four least important words are rester, tenir, monde et présent. Secondly, the NBOW2 model with $f$ as softmax tends to assign higher weights to fewer words and weights close to zero to the remaining words. This could be one reason for its relatively bad retrieval performance [23].

4.4. Recovery of OOV PNs with Keyword Search (KWS)

We perform an evaluation of the retrieved list of OOV PNs using an automatic Keyword Search (KWS) method [33] which enables searching of OOV words in an LVCSR lattice. First, a list of relevant OOV PNs is retrieved with the models presented in this paper. In the second step, KWS is performed on the entire LVCSR lattice of the audio file, for each OOV PN in the list of relevant OOV PNs. Evaluation is done in terms of $F_1$-score.

Figure 4 shows the $F_1$-scores obtained with the top-N lists from NBOW2+ and LDA. We show only these two since the NBOW models have similar performance and LDA is shown to outperform AverageVec. The KWS algorithm has a matching score threshold which controls the operating characteristics, and hence recall/precision and $F_1$-score, of the search. We show the best $F_1$-scores corresponding to top-N OOV PN lists of different sizes (N). Beyond top-512 there is no significant difference in the $F_1$-scores. Overall we can observe that the better the Recall and MAP of OOV PN retrieval, the better is the $F_1$ score.

5. Conclusion and Future Work

We examined the NBOW model for our task of retrieval of OOV PNs relevant to an audio document. We proposed a novel extension to the NBOW model, which enables it to learn the words important for the given task. With experiments on French broadcast news videos we showed that (a) the NBOW and NBOW2 models give improvements in retrieval performance as compared to the previous method (b) combining the NBOW and NBOW2 into a new model leads to a faster convergence in training. The improvements in retrieval were validated by performing recovery of the target OOV PNs with an automatic keyword search. These results motivate us to extend NBOW2 to Deep Averaging Networks (DAN) [5], which cascade additional fully connected layers to the NBOW model. Further, instead of using a single anchor vector to obtain word importance weights, we would like to explore models with multiple anchors.
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\[\text{document similarity method mentioned at end of Section 4.1 achieved a maximum } F_1 \text{ score of } 0.342.\]
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