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Abstract

Conventional statistic parametric speech synthesis (SPSS) captures only frame-wise acoustic observations and computes probability densities at HMM state level to obtain statistical acoustic models combined with decision trees, which is therefore a purely statistical data-driven approach without explicit integration of any articulatory mechanisms found in speech production research. The present study explores an alternative paradigm, namely, model-based parametric prosody synthesis (MPPS), which integrates dynamic mechanisms of human speech production as a core component of F0 generation. In this paradigm, contextual variations in prosody are processed in two separate yet integrated stages: linguistic to motor, and motor to acoustic. Here the motor model is target approximation (TA), which generates syllable-sized F0 contours with only three motor parameters that are associated to linguistic functions. In this study, we simulate this two-stage process by linking the TA model to a deep neural network (DNN), which learns the “linguistic-motor” mapping given the “motor-acoustic” mapping provided by TA-based syllable-wise F0 production. The proposed prosody modeling system outperforms the HMM-based baseline system in both objective and subjective evaluations.
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1. Introduction

Statistical parametric speech synthesis (SPSS) \cite{1} has been dominating the field of text-to-speech (TTS) synthesis in the last decade. Its success mainly relies on the use of hidden Markov models (HMMs) and Gaussian mixture models (GMMs) \cite{2}. In its conventional approach, spectral and F0 features are first extracted frame-wise from training data. Then linguistic context-dependent phone HMMs, which represent nonstationary acoustic feature distributions by a sequence of hidden states (usually five states per phone model), are trained via the maximum likelihood (ML) criterion. State-level single Gaussian or GMM conditional probability density functions (PDFs) are computed. A binary decision tree is then constructed to cluster and tie contextually-similar states together and set up a mapping from contextual linguistic features (obtained from text analysis via front end) to GMM-HMM states. At the synthesis stage, acoustic parameters are generated from decision-tree-selected HMM sequence based on the maximum likelihood parameter generation (MLPG) algorithm \cite{3} with static and dynamic features \cite{4} before being sent to a vocoder (e.g. STRAIGHT \cite{5}) for synthesizing waveforms.

More recently, along with its successful application in automatic speech recognition (ASR), deep neural network (DNN) has shown its power to improve the accuracy of statistical acoustic modeling in speech synthesis \cite{6–9}. In general, it overcomes some issues (e.g. complexity limit, training data fragmentation) faced by decision tree-based approaches by offering a highly complex and nonlinear yet efficient mapping between linguistic features and state-level acoustic features via a compact hierarchical structure. During synthesis, acoustic features are predicted by DNN and then set as means of Gaussian distributions. Some very recent studies demonstrate even better results by implicitly embedding the parameter generation process inside recurrent neural network (RNN) with long short-term memory (LSTM) architecture and directly predicting static acoustic feature sequence \cite{10, 11}. The DNN/RNN-based approaches have become state-of-the-art in speech synthesis nowadays.

However, amongst the acoustic features, F0 exhibits strong segmental as well as supra-segmental characteristics which have been hard to model at the phone/state level \cite{12}. All aforementioned approaches tried to resolve this issue by considering numerous contextual prosodic factors (e.g. phone position in phrase/sentence) in an attempt to better represent longer-term F0 patterns \cite{13, 14}. Hierarchical constraint strategies have also been developed either by layer-wise modeling prosodic components at different phonetic levels \cite{15, 16} or by relying on discrete cosine transform (DCT) to capture phrase level F0 patterns \cite{17–19}. RNN-based approaches, on the other hand, offer a solution of sequence-to-sequence mapping so that the dynamic process of speech production is implicitly embedded. What is common in these methods, however, is that they treat articulatory mechanisms of F0 production only implicitly. Even in approaches that try to integrate articulatory features into speech synthesis \cite{20–24}, articulatory mechanisms are treated as unknown.

Instead of exclusively using statistical modeling to process all the variations, here we explore a two-stage paradigm: model-based parametric prosody synthesis (MPPS). In this paradigm, contextual linguistic features are associated to motor parameters of an articulatory F0 production model—Stage-I: linguistic to motor mapping, which dynamically generates F0 contours that can be mapped to those of natural speech—Stage-II: motor to acoustic mapping. The learning of linguistic-motor mapping can be achieved through either a decision tree (DT) or a DNN. During synthesis, the predicted motor parameters are then used to dynamically generate F0 contours for a TTS framework. In this way, the articulatory dynamics of F0 production becomes an integral part of both the learning and synthesis processes. Some previous research \cite{25–28} also experimented on the same articulatory F0 production model as used here via various approaches. However, the model was used in either a hierarchical structure or a post-filtering way but seldom used on its own. While its efficacy has been demonstrated, the improvements introduced by the model were not satisfactory enough.
2. Methods

2.1. Model-based Parametric Prosody Synthesis

In conventional SPSS approaches, all the acoustic features (e.g. MGC, F0 and duration) are jointly modeled at the phone/state level. For example, the production of an F0 contour is formed by a sequence of signal frames generated separately subject to learned state-level Gaussian distributions. In this way, articulatory mechanisms are largely ignored. While empirical successes have been seen in SPSS, it is still widely recognized that acoustic modeling is a critical limit of speech synthesis [12]. Especially, positive results in F0 modeling have not been achieved [6, 29].

Therefore, a new speech synthesis paradigm is proposed here, namely, model-based parametric prosody synthesis (MPPS). It addresses limitations in conventional SPSS paradigm by bringing in two major improvements:

- Instead of modeling acoustics with phone HMMs based on frame-wise observation and generation, MPPS aims at syllable-level acoustic modeling and segmental generation. Syllable is considered as a more plausible unit of speech production modeling than frames [30]. It also helps to resolve the temporal dependency problem which is currently copeed with by tuning computationally expensive RNNs.

- In contrast to SPSS, MPPS does not heavily rely on sequences of Gaussian distributions for acoustic representation. Instead, it utilizes established articulatory models to represent phonetic segments from the perspective of motor control. By learning a small number of motor parameters, MPPS makes acoustic modeling more economical and effective.

As the prosody modeling diagram shown in Figure 1, SPSS and MPPS share the same upstream from text analysis to DT/DNN mapping. The DT outputs of SPSS stream are acoustic feature distributions which directly relate to detailed acoustic realizations via MLPG algorithm plus smoothing. In the MPPS stream, in contrast, articulatory motor parameters are predicted from DNN, which is then executed via an articulatory model to generate segmental trajectories.

In other words, conventional SPSS paradigm jumps over the physical process of human speech production and sets up a frame-wise direct “linguistic-acoustic” mapping, while MPPS models the human speech production pipeline with a segmental “linguistic-motor-acoustic” mapping.

2.2. The articulatory F0 production model

Target approximation (TA) [31], shown in Figure 2, is the articulatory F0 production model that is used in the current MPPS paradigm. Its basic concept is that continuous surface F0 contours are the results of successive, non-overlapping articulatory movements, each approaching an underlying target associated with a host syllable.

\[
x(t) = mt + b,
\]

where \( m \) and \( b \) represent the spatial properties of the target in terms of target height and slope, respectively, and \( t \) is time relative to the onset of the host syllable.

The realization of the target is through a third-order critically damped linear system defined by the following equation

\[
f_0(t) = x(t) + (c_1 + c_2t + c_3t^2)e^{-\lambda t},
\]

where \( f_0(t) \) is the complete form of the fundamental frequency in semitones, \( x(t) \) is the forced response and the polynomial

...
and the exponential are the natural response. $\lambda$ is the rate of target approximation, i.e., how rapidly the target is approached, which controls the strength of target approximation movement. The transient coefficients $c_1$, $c_2$ and $c_3$ are jointly determined by the initial F0 dynamic state of the syllable, consisting of F0 level, velocity as well as acceleration transferred from the offset of the preceding syllable (as such they are not free parameters):

\[
\begin{align*}
  c_1 &= f_0(0) - b, \\
  c_2 &= f_0(0) + c_1 \lambda - m, \\
  c_3 &= (f_0''(0) + 2c_2 \lambda - c_1 \lambda^2) / 2.
\end{align*}
\]

At the end of the syllable, the final F0 dynamic state is transferred to the next syllable to become its initial state, which results in a smooth and continuous F0 trajectory across the syllable boundary (Figure 2).

In short, the process of F0 production is simulated by the TA model at the syllable level by controlling just three motor parameters ($m$, $b$ and $\lambda$), and this process forms a deterministic “motor-acoustic” mapping. To achieve the “linguistic-motor” mapping, the motor parameters can be trained with input features via DNN learning, as is done in this study.

3. Experiments

3.1. Experimental setup

A Mandarin Chinese speech dataset was used in the experiment, which consisted of 6233 phonetically balanced utterances (around 5 hours) as the training set and 60 extra utterances as the test set. Of the 6233 utterances in the training set, 701 were questions and the rest were statements. The test set was evenly divided into statements and questions. The dataset was recorded from a female speaker in 22.5kHz/16bit format. Spectral analysis was performed with 25-ms hammering window shifted every 5 ms. Extracted acoustic features include logarithmic F0 (by the RAPT algorithm [33]), 31-order Mel-generalized cepstrum (MGC) coefficients as well as their delta and delta-delta. Phone durations were obtained through forced alignment, and the contextual linguistic features include tri-phone, phone position in word and in phrase, syllable and its position in word and in phrase, word/phrase length, sentence length, sentence type, phone/syllable stress, prominence, word part-of-speech (POS), etc. To test the proposed paradigm, we built two systems for comparison, one is HMM-based SPSS as the baseline with all the features and the other is DNN-based MPPS with only features above the syllable level.

The HMM-based SPSS baseline system is typical as used in other studies with five-state left-to-right-with-no-skip HMM contextual phone models, and each HMM state is modeled by a single Gaussian output distribution with diagonal covariance. In particular, the log F0s with voiced/unvoiced observations were modeled by multi-space probability distributions (MDP) [13]. A total number of 5268 questions were used for decision tree-based state clustering with the minimum description length (MDL) criterion factor $\alpha$ set to 1 [34].

For MPPS, because it is a two-stage “linguistic-motor-acoustic” paradigm, each stage needs to be optimized separately to achieve an optimal end-to-end mapping. As described above, the TA process is implemented by a dynamical system, the Levenberg-Marquardt nonlinear least-squares method [35] can be easily applied to find locally most fitted TA parameters of each syllable [36]. Although it is increasingly popular to do interpolation on unvoiced segments in order to obtain overall continuous F0 contours for universal modeling [19,37], and it is also reasonable to do so with the hypothesis that articulatory movements are continuous even during unvoiced session [38], here in our local fitting task unstable TA parameters were found due to the undesirable errors introduced by the pitch tracking and interpolation in the current system. Therefore, heuristic strategies were developed to skip initial unvoiced parts in syllables with voiceless consonants, and optimal TA parameters were obtained based only on the voiced parts. Based on previous studies [32,38], certain ranges were applied to limit the search range of TA parameters: $m \in [-100, 100]$, $b \in [-30, 30]$ and $\lambda \in [1, 80]$.

Figure 3 illustrates the performance of TA model when local optimal parameters were found ($m$ and $b$ are plotted as underlying pitch targets defined in TA. $\lambda$ is not presented).

The input dimensions of the DNN-based MPPS were 287 formed by 35 binary features with one-hot encoding and 23 numeric features with zero-mean unit-variance normalization. The output dimensions were 6 including the three TA parameters as well as dynamic onset state of the syllable (F0 level, velocity and acceleration), which were normalized to [0.01, 0.99] based on their minimum and maximum values in the dataset. The best DNN structure achieved to date for this system is 3 hidden layers × 1024 nodes, more layers with fewer nodes on each layer achieved similar results. The activation functions used were hy-
For objective test, F0 discrepancies between natural and synthetic speech were measured with root mean square errors (RMSE) in Hz as well as correlation scores reported for each system in each task. As shown in Table 1, while the systems achieved similar correlation scores, MPPS outperformed SPSS system in RMSE tests for both statement (−1.22) and question (−0.47) tasks.

Subjective test was focused on comparing naturalness of sentence prosody only. Similar to the objective test, statements and questions were tested separately. Subjects were asked to do A/B preference test based on the synthetic sentence pairs that they heard. Fifteen sentence pairs for each sentence type were randomly selected from the test set. Twenty native speakers participated in the test. The preference scores are shown in Table 2 with p-values from two-tailed t-test. It can be seen that the MPPS system achieved significantly better performance for both sentence types. More importantly, the MPPS system doubled its score in questions from that of statements.

A comparison between F0 contours generated by the two systems is shown in Figure 4. It can be seen that the F0 contours generated by the MPPS system show much greater resemblance to the natural ones than those generated by the SPSS baseline system. Note that the MPPS system only needs 3 parameters (m, b and λ) with syllable onset state (transferred from the offset of its preceding syllable if no voiceless interruption, otherwise the predicted values are used) to generate any syllable, whereas the SPSS system needs at least 10 (5 states × 2 parameters per state including mean and variance if MSD is not considered) for a single-phone syllable, and most syllables are multi-phone in spontaneous speech. Therefore, the MPPS system is also more economical in acoustic parameter generation.

### 4. Conclusions

This study tested a model-based parametric prosody synthesis (MPPS) paradigm, which integrates an articulatory model of F0 production into the existing speech synthesis paradigm with DNN. The model is the target approximation (TA) model, which serves as the link between linguistic functions and surface acoustics. With TA, syllable is the basic prosody modeling unit instead of frames, which greatly increases processing economy. The results of our testing show that the MPPS system outperforms the SPSS baseline system in both objective and subjective evaluations. Thus MPPS is not only economical, but also may improve synthesis quality. Future work can try to combine the TA model with an RNN so that utterance-level dynamics can be captured by the RNN while syllable-level dynamics are effectively and economically simulated by the TA model. This may significantly reduce computational cost of existing RNN methods without degrading perceptual quality.

### Table 1: Objective scores of each system on different sentence types.

<table>
<thead>
<tr>
<th>System</th>
<th>Statement</th>
<th></th>
<th>Question</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SPSS</td>
<td>22.32</td>
<td>0.91</td>
<td>33.67</td>
<td>0.85</td>
</tr>
<tr>
<td>MPPS</td>
<td>21.10</td>
<td>0.91</td>
<td>33.20</td>
<td>0.86</td>
</tr>
</tbody>
</table>

### Table 2: Subjective preference scores (%) of each system on different sentence types. Systems achieved significantly better preference (p < 0.01) are in bold font. N/P stands for no preference.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Question</th>
<th>N/P</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPSS</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>MPPS</td>
<td>—</td>
<td>—</td>
<td>52.2</td>
</tr>
<tr>
<td>—</td>
<td>9.5</td>
<td>—</td>
<td>6.74 × 10^{-14}</td>
</tr>
</tbody>
</table>

Figure 4: Syllabified natural F0 contours together with those generated by TA model with predicted motor parameters in MPPS and those generated via MLPG with PDFs in SPSS (a test set utterance).
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