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Abstract

This paper presents a novel difference compensation post-filtering approach based on the locally linear embedding (LLE) algorithm for speech enhancement (SE). The main goal of the proposed post-filtering approach is to further suppress residual noises in SE-processed signals to attain improved speech quality and intelligibility. The proposed system can be divided into offline and online stages. In the offline stage, we prepare paired differences: the estimated difference of {SE-processed speech; noisy speech} and the ground-truth difference of {clean speech; noisy speech}. In the online stage, on the basis of estimated difference of a test utterance, we first predict the corresponding ground-truth difference based on the LLE algorithm, and then compensate the noisy speech with the predicted difference. In this study, we integrate a deep denoising autoencoder (DDAE) SE method with the proposed LLE-based difference compensation post-filtering approach. The experiment results reveal that the proposed post-filtering approach obviously enhanced the speech quality and intelligibility of the DDAE-based SE-processed speech in different noise types and signal-to-noise-ratio levels.

Index Terms: Speech enhancement, post-filtering, difference compensation, locally linear embedding.

1. Introduction

Speech enhancement (SE) has been used as a fundamental unit in a wide range of voice-based applications, such as assistive hearing devices [1, 2, 3], hands-free communication [4], and automatic speech recognition [5]. Traditionally, SE algorithms were derived based on the statistical characteristics of speech and noise signals. Well-known examples include spectral subtraction [6], Wiener filter [7], Kalman filtering [8], and minimum mean-square-error (MMSE) spectral estimation [9]. More recently, machine-learning based approaches, such as sparse coding [10], nonnegative matrix factorization (NMF) [11, 12], deep neural network (DNN) [13, 14], deep denoising autoencoder (DDAE) [15, 16, 17], recurrent neural network [18], and convolutional neural network (CNN) [19], have attracted great attention. Although these previously developed SE algorithms already yield good performances in many conditions, two issues are still not perfectly addressed, i.e., residual noise and speech distortions are noticeable in enhanced speech signals. To address these two issues, this study proposes a novel difference compensation post-filtering approach based on the locally linear embedding (LLE) algorithm.

The LLE algorithm [20] is a manifold learning algorithm that characterizes the intrinsic geometric structure of high dimensional data. In our previous work [21], we found that LLE could be successfully applied to speaker voice conversion to model the geometric structure of source speech, and then embed the structure to the target speech space. Meanwhile, we derived an LLE-based post-filtering approach to further remove the residual noise components by directly converting the SE-processed speech signals to clean ones [22]. Experimental results showed that the LLE-based post-filtering approach could notably improve the SE-processed speech signals in terms of perceptual evaluation of speech quality (PESQ) [23] and segmental signal-to-noise ratio (SSNR) [24] in different noise types and signal-to-noise-ratio (SNR) levels. However, the short-time objective intelligibility (STOI) [25] score was slightly degraded, suggesting that the processed speech might still suffer from the distortion issue.

On the basis of the success and to overcome the distortion issue of the previous approach in [22], we derive a new post-filtering approach based on LLE-based difference compensation. Because the approach in [22] directly converted SE-processed speech to clean speech and did not utilize noisy speech information, the performance of the post-filtering approach depended heavily on the capability of the preceding SE process. In the present study, however, we propose a two-stage approach: First, we convert the difference of {SE-processed speech; noisy speech} to the difference of {clean speech; noisy speech}. To be more specifically, the difference {SE-processed speech; noisy speech} is used to facilitate an accurate prediction of the difference of {clean speech; noisy speech}. Finally, the converted difference is used to compensate the noisy speech signals to clean ones. Experimental results show that the newly proposed post-filtering approach outperforms the direct conversion-based post-filtering approach in [22], and notably enhances the speech quality and intelligibility of the SE-processed speech in different noise types and SNR levels.

The remainder of this paper is organized as follows. Section II describes the proposed LLE-based difference compensation post-filtering framework. Section III presents the experimental results. Section IV gives the discussion, and Section V summarizes the entire work.

2. LLE-based difference compensation

Figure 1 illustrates the system architecture of the proposed difference compensation post-filtering approach. The main concept is to reduce the uncertainty between paired enhanced-clean dictionaries. We estimate the difference of the clean-noisy pair from that of the enhanced-noisy pair, rather than directly estimating the clean speech from the enhanced speech. Then, we add the clean-noisy difference to the noisy speech to get the estimated clean speech. The overall system includes offline and online stages.
2.1. Offline stage

For the offline stage in Figure 1, we construct the paired difference dictionaries: DCN and DEN, where the DCN dictionary is constructed by the differences of \{clean speech features; noisy speech features\}, and the DEN dictionary is constructed by the differences of \{enhanced speech features; noisy speech features\}. In addition to the two dictionaries, we also calculate the statistics of the DCN-features to be used by maximum likelihood parameter generation (MLPG) [26, 27] in the online stage.

To construct the dictionaries, we prepare clean speech, \(S = \left[ S_1, \ldots, S_\tau, \ldots, S_N \right] \), the corresponding noisy speech, \(\tilde{Y} = \left[ \tilde{Y}_1, \ldots, \tilde{Y}_\tau, \ldots, \tilde{Y}_N \right] \), and the corresponding enhanced speech, \(\hat{S} = \left[ \hat{S}_1, \ldots, \hat{S}_\tau, \ldots, \hat{S}_N \right] \), where \(\hat{S}_\tau, \tilde{Y}_\tau, \text{ and } \tilde{S}_\tau\) denote the \(\tau\)-th clean, noisy, and enhanced speech feature vectors, respectively; the dimension of each feature vector is \(3F\), including static, delta, and delta-delta terms; and \(N\) denotes the total number of speech frames. Based on the prepared data, we conduct frame-based subtraction between \(S\) and \(\tilde{Y}\) to obtain the DEN features to form the DEN dictionary \(\tilde{A}\) and frame-based subtraction between \(\tilde{S}\) and \(\tilde{Y}\) to obtain the DCN features to form the DCN dictionary \(\tilde{B}\).

2.2. Online stage

In the online stage, the input noisy speech is first converted into spectral features, \(Y \in \mathcal{R}^{T \times F}\), which then form \(\hat{Y} \in \mathcal{R}^{T \times 3F}\) by appending dynamic features. \(T\) is the total frame number in the input utterance. Next, SE is applied to \(Y\) to obtain the enhanced spectra features \(S \in \mathcal{R}^{T \times F}\). We also apply voice activity detection (VAD) to the enhanced speech to determine the time slots of noise and speech, which are then used to predict the SNR level of the given noisy speech. With the predicted SNR, we adjust the volume of the input noisy utterance to make the energy of the clean speech component of the noisy speech match the energy of the enhanced speech. Next, we obtain the input DEN features \(D_t\) (difference of \(Y\) and \(S_t\)), where \(t\) is the frame index. Then, the LLE-based difference estimation is performed to convert the input DEN features to the DCN features. Finally, we compensate the noisy speech with the DCN features to obtain the final enhanced speech. In the following subsections, we will detail the LLE-based difference estimation and difference compensation steps of the proposed post-filtering approach.

2.2.1. LLE-based difference estimation

LLE-based difference estimation consists of three steps, and each step is carried out in a frame-by-frame manner. The first step is to find the local patches in the DEN manifold space for the input data; the second step is to reconstruct the input data by a linear combination of the local patches; the third step is to embed the linear combination weight to the corresponding patches in the DCN manifold space to generate the output data. The main concept of the LLE algorithm is that only the nearest neighbors in the same local patches have a linear geometrical relationship. Thus, the first step only finds a set of \(K\) nearest neighbors (measured by the Euclidean distance) from the DEN dictionary for each input data to form a sub-DEN dictionary.

In the second step, the cost function of minimizing the linear reconstruction error is defined as

\[
\varepsilon = \sum_{i=1}^{T} \| D_i - A_i w_i \|_2 = \sum_{i=1}^{T} \| D_i - \sum_{k=1}^{K} w_k(k) a_k \|_2 ,
\]

where \(A_i = [a_{i1}, \ldots, a_{iK}, \ldots, a_{iK}]\) (a \(3F\)-by-\(K\) matrix referred to as the sub-DEN dictionary) is the subset of the DEN dictionary \(\tilde{A}\) for \(D_i, a_d \in \mathcal{R}^{3F \times 1}\) is the \(k\)-th nearest neighbor of \(D_i\) in \(\tilde{A}\), and \(w_k \in \mathcal{R}^{3F \times 1}\) is the reconstruction weight vector at frame \(t\). Estimating the reconstruction weights can be done by solving the linear system of equations \(G_i w_i = 1\), and then rescaling the weights to satisfy the constraint \(\sum w_i = 1\), where \(G_i\) is the local Gram matrix (\(K\)-by-\(K\)) for \(D_i\):\n
\[
G_i = (A_i - D_i 1_i^T)(A_i - D_i 1_i^T)^T .
\]

Note that, to make each data point and its neighbors invariant to the rotation, rescaling, and translation operations, the LLE algorithm must satisfy the constraint \(\sum w_i = 1\), where \(1\) is a \(K\)-by-\(1\) all-ones vector.

In the third step, we assume that the geometrical structures of the input data and the local patch in the DEN manifold space are similar to the DCN counterparts. As a result, the predicted DCN vector \(\hat{B}\) can be obtained by using the reconstruction weights and the corresponding \(K\) DCN neighbors as

\[
D_t = B w_t = \sum_{k=1}^{K} w_k(k) b_k ,
\]

where \(B = [b_1, \ldots, b_K, \ldots, b_K]\) (a \(3F\)-by-\(K\) matrix referred to as the sub-DCN dictionary) is the subset of the DCN dictionary \(\tilde{B}\).
corresponding to the sub-DEN dictionary $A_k$, in which each $b_k$ (a $3F$-by-1 vector) is the $k$-th exemplar (corresponding to $a_k$) in the sub-DCN dictionary.

2.2.2. Difference compensation

After obtaining the predicted DCN features $B$, we then apply the MLPG algorithm to compute the smoothed static DCN features $d \in \mathbb{R}^{n \times F}$. Finally, we can obtain the final predicted clean spectrum $s' \in \mathbb{R}^{n \times F}$ by

$$s' = d + y.$$  \hspace{1cm} (4)

2.3. Comparison with the direct conversion method

In this section, we compare the proposed LLE-based difference compensation post-filtering approach (denoted as LDC) with the previous direct LLE-based post-filtering approach (denoted as DL). The main difference between LDC and DL in the offline stage is the construction of the dictionaries. Specifically, since enhanced speech under different noise types, SNR levels and distortions link to the same ground-truth clean speech, the many-to-one issue may occur in DL. Nevertheless, after we introduce the noisy speech information to get the DEN and DCN features, the DEN-DCN paired exemplars become a one-to-one case. Therefore, the paired DEN and DCN dictionaries in LDC can reduce the uncertainty of the paired enhanced and clean dictionaries in DL. In the online stage, DL directly predicts the final enhanced speech while LDC predicts the difference between clean and noisy speech and compensates the input noisy speech with the predicted difference to generate the final enhanced speech. As a result, LDC-processed speech may retain more speech details from noisy speech.

3. Experiments

3.1. Experimental setting

We used the DDAE approach [17] as the SE method. We compared the performance of DDAE alone (denoted as DDAE) versus DDAE with two post-filtering approaches, directly LLE-based post-filtering (denoted as DL), and the proposed LLE-based difference compensation post-filtering (denoted as LDC). We evaluated the systems using both objective evaluation and subjective listening test evaluation on the Mandarin hearing in noise test (MHINT) sentences [28], which contained 300 utterances, pronounced by a male native Mandarin speaker and recorded in a clean condition room with a 16-kHz sampling rate. The first 250 utterances of the MHINT dataset were used for training the DDAE model, and the remaining 50 utterances were used for testing. The noisy speech data were obtained by artificially adding noises (car and two-talker noises recorded in a real environment) to the clean speech utterances.

We followed our previous work in [22] to configure the signal analysis settings and system architectures of DDAE and DL. For a fair comparison, the DDAE adopted the same setup as DL (log power spectrum, energy normalization, etc.). During evaluation, five-fold cross validation was performed, and the number of nearest neighbors, namely $K$ in (1), for both DL and LDC was set to 1024 empirically.

3.2. Objective evaluation

Tables 1, 2, and 3 show the PESQ, STOI, and SSNR (in dB) scores of DDAE, DL, and LDC. The PESQ scores indicate speech quality, and the score range is [-0.5 to 4.5]. The STOI scores indicate speech intelligibility, and the score range is [0 to 1]. The SSNR denotes the degree of noise reduction. For all three objective evaluation scores, a higher score means the better performance of the enhanced speech.

From the results in Table 1, we found that LDC outperformed DDAE across different SNR levels and noise types. Compared with DL, we noted that LDC improved the SE-processed speech under both high and low SNR conditions while DL was not able to improve the SE-processed speech under low SNR conditions, suggesting that the two-stage conversion of LDC had a better ability to avoid distortions than the direct conversion of DL. Next, from the STOI results in Table 2, we observed very similar trends as that of the PESQ results: LDC yielded higher STOI scores than DDAE and DL across different SNR levels and noise types. Finally, from the SSNR results in Table 3, we noted that LDC also achieved better SSNR scores in most conditions except very low SNR conditions. In summary, the results above reveal that, compared with DL, LDC achieves better speech intelligibility, speech quality, and SSNR scores in most conditions, confirming that by reducing the uncertainty of the paired dictionaries and maintaining speech details from the noisy speech, LDC can attain better enhancement performance.
We also compared the spectrograms of clean speech, noisy speech, DL enhanced speech, and LDC enhanced speech in Figure 2. We observed that although both DL and LDC effectively removed noise components in the spectrum domain, DL actually lost some speech details in the high-frequency bands. LDC, however, preserved most high-frequency-band speech structures, and thus the spectrogram was closer to that of the clean speech. The spectrogram analyses were actually consistent with the objective evaluation results in the previous section: LDC yields better speech quality, speech intelligibility, and noise reduction than DL.

3.3. Subjective evaluation

We also carried out a subjective listening test to evaluate the proposed approach. The AB test was adopted to evaluate the DL and LDC approaches. The enhanced speech signals were named A or B randomly, and the subjects were asked to pick the preferred speech from A and B according to the speech quality, listening effort, and noise reduction capability. We performed the subjective test under six conditions, including two noise types (i.e., two-talker and car noise) and three SNR levels (i.e., -6, 0, and 6 dB). Note that -6 dB and 6 dB SNR levels were not seen in either the DL or the LDC dictionary constructions. Moreover, 15 pairs of enhanced speech were tested for each condition, and 10 subjects were involved in the tests.

From Figure 3, we observed that LDC outperformed DL in all test conditions. Specifically, LDC provided remarkably better subjective performance under a more stationary noise condition (car noise), but achieved slightly better performance in the non-stationary noise case (two-talker noise). Based on the interviews with the subjects, we found that although speech intelligibility and quality were significantly improved, LDC brought unwanted noise to the enhanced speech, especially under low SNR and non-stationary noise conditions. The listening test results were consistent with the objective SSNR scores that the improvements of LDC under the car noise / high SNR case were more prominent than that under the two-talker noise / low SNR case.

4. Discussions

From the objective and subjective evaluations, we confirm that the proposed difference compensation post-filtering approach can improve the SE performance by introducing the noisy speech information in the difference conversion phase and utilizing the noisy speech in the compensation phase.

Furthermore, because we conduct subtraction between the clean/enhanced speech and the noisy speech in the logarithmic domain, the difference actually corresponds to the clean enhanced speech divided by the noisy speech. Therefore, the difference used in this study is related to the MASK or SNR gain. In [29], Wang et al. proposed using MASK as the DNN training target and achieved better performance than directly predicting the clean speech spectrum. Our result is in line with their conclusion. Additionally, Kinoshita et al. [30] mentioned the ill-posed problem of many-to-one mapping between the observed noisy speech and the target clean speech in DNN. In this study, we fix the many-to-one issue and the results indicate the effectiveness of our approach.

5. Conclusions

In this paper, we have proposed a novel LLE-based difference compensation post-filtering approach for SE. Our main contribution is that we investigated an implicit way to improve the SE-processed speech by converting the difference between the SE-processed and noisy speech to the difference between the clean and noisy speech and compensating the noisy speech with the predicted difference, rather than directly converting the SE-processed speech to the clean speech. The objective evaluation results reveal that the DDAE system with the proposed LLE-based difference compensation post-filtering approach (LDC) achieves a significant improvement in terms of speech quality and intelligibility scores, compared to the baseline DDAE system and the DDAE system with the direct LLE-based post-filtering approach (DL), across different SNR levels and noise types. The subjective evaluation results also show that LDC gives a notable gain over DL for the stationary noise type and a comparable performance under non-stationary noise conditions. In the future, we plan to investigate the connection between the difference compensation approach and the Wiener filter. Moreover, because our framework is a post-filtering approach, we will investigate the compatibility of the proposed approach with other SE techniques.
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