Excitation Source Features for Improving the Detection of Vowel Onset and Offset Points in a Speech Sequence
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Abstract

The task of detecting the vowel regions in a given speech signal is a challenging problem. Over the years, several works on accurate detection of vowel regions and the corresponding vowel onset points (VOPs) and vowel end points (VEPs) have been reported. A novel front-end feature extraction technique exploiting the temporal and spectral characteristics of the excitation source is introduced in this paper to improve the detection of vowel regions, VOPs and VEPs. To do the same, a three-class classifier (vowel, non-vowel and silence) is developed on the TIMIT database using the proposed features as well as mel-frequency cepstral coefficients (MFCC). Statistical modeling based on deep neural networks has been employed for learning the parameters. Using the proposed three-class classifier, a given speech sample is then forced aligned against the trained acoustic models to detect the vowel regions. The use of proposed feature results in detection of vowel regions quite different from those obtained through the MFCC. Exploiting the differences in the evidences obtained by using the two kinds of features, a technique to combine the evidences is also proposed in order to get a better estimate of the VOPs and VEPs.

Index Terms: vowel recognition system, vowel onset point, vowel end point.

1. Introduction

The instants of starting and ending of a vowel region in a speech sequence are referred to as the vowel onset point (VOP) and end point (VEP), respectively [1, 2, 3, 4]. Due to their larger amplitude, periodicity and longer duration [5], the vowels happen to be the prominent regions in a speech signal. The changes in the excitation source and the vocal tract system are reflected at these instants. These aspects of speech production have been exploited in the existing methods for detecting the vowel regions and their corresponding VOPs and VEPs [2, 3, 4, 6]. The accurate detection of the vowel regions, the VOPs and VEPs are employed in extracting features that are robust to environmental degradation. Such features are preferred in the development of various speech-based applications [7, 8, 9, 10, 3].

It is well known that the transition characteristics of the vowels vary with the context of the spoken utterance [5, 11]. For example, the transition from a fricative to vowel is completely different from that for a semivowel to vowel transition. Due to the similarities in the production characteristics of the vowels and semivowels, accurate detection of semivowels, VOPs and VEPs for the semivowel-vowel clusters and the diphthongs become challenging. The existing methods based on the transition characteristics are generally threshold dependent. In general, the VOPs and VEPs are detected by convolving the features characterizing the temporal variations with a first order Gaussian difference (FOGD) operator within a region that is 100 ms in duration [2, 3, 4, 6]. Next, the convolved output is employed as the evidence for the detection of the VOPs and VEPs. Since the convolved output mainly depends on the 100 ms regions under consideration, most of the weak transitions are smoothed out. On the other hand, convolution in a smaller region leads to spurious detections. To address this shortcoming, a threshold independent vowel detection system should be developed by statistically modeling the vocal tract system and excitation source and their transient behaviors. Motivated by this, an excitation-based feature is proposed in this work to extract the temporal and spectral characteristics of the source information.

In order to accurately detect the vowel regions, acoustic modeling based on deep neural network (DNN) [12] is employed in this study. For detecting vowels, a three-class classifier (vowel, non-vowel and silence) is developed. The speech sound units excluding the vowels are termed as non-vowels in this study. Separate classifiers are developed on the TIMIT database [13] using the proposed excitation features and the conventional mel-frequency cepstral coefficients (MFCC) [14]. The given test speech sample is forced aligned against the corresponding acoustic models to detect the vowel regions. To determine the impact of semivowel and nasal sound units on the detection of vowel regions, the correctly detected and spurious vowel regions are also analyzed in detail. During our experimental evaluations, the vowel-regions detected using the MFCC and the proposed features were observed to be quite different. Motivated by that, a scheme to combine the obtained evidences is also proposed in this work. Combining the evidences is found to significantly improve the accuracy with which the vowel regions and their corresponding VOPs and VEPs are detected.

The rest of the paper is organized as follows: The proposed excitation source features is discussed in Section 2. The experimental evaluations and a detail analysis of the detected vowel regions using the VOPs and VEPs is presented in Section 3. Finally, the paper is concluded in Section 4.

2. Excitation source features

Vowels in speech signal are produced by the vibration of the vocal folds [5]. Due to a sudden closure of the vocal folds during the production of vowels, the excitation is observed to be impulse like. The strength of excitation in these regions is relatively higher when compared to other consonants. In the existing approaches based on excitation source, the linear prediction (LP) residual signal is processed only in the temporal domain. The variation of the excitation strength in different frequency bands is completely neglected. It is to note that, the temporal and spectral characteristics of the excitation source vary in different frequency bands [15]. This fact is exploited to extract
excitation features in this study. The frequency bands considered in this work are derived by splitting the analysis range of 0-4 kHz (since speech data used in this work is sampled at 8 kHz rate) into 8 non-overlapping bands of bandwidth 500 Hz each. This is done by filtering the LP residual signal through a bank of band-pass filters each having a bandwidth of 500 Hz. Narrowing the bandwidth does not provide more discrimination since there is not much variation in the dynamic range of the LP residual spectrum. At the same time, increasing the number of filters results in an increase in the number of coefficients in the feature vector. This, in turn, increases the complexity of the classifier. On the other hand, increasing the bandwidth results in a degradation of the discriminative property of the features. The choice of 500 Hz is found to be more suitable through preliminary studies performed on a development data.

The variation of spectral energy in the considered frequency bands is shown in Figure 1 (bottom panel). It is to note that, variation in the spectral energies for the considered frequency bands is greater in the case of vowels (e.g. /ux/, /iy/ and /iy/) compared to those for the non-vowel regions. The sub-band energies for the nasal units (e.g. /m/ and /n/) are observed to be much smaller in comparison to those for the vowels. This is mainly due to the nature of the LP residual signal (middle panel). The features for modeling the excitation source information within vowels may be obtained by considering these variations in different sub-bands. As reported in earlier works [15, 16], the energy in the LP residual signal is mostly concentrated around the instants of glottal closure. As the nature of the excitation in the vowel regions is different from that for the non-vowel regions, another set of features can be derived by processing the 2 ms portions around the significant excitation in the residual signal. The sequence of steps involved in the extracion of the proposed features are described next.

First, short-time analysis of speech signal is done considering a frame size of 20 ms with a frame-shift of 10 ms. Next, the speech signal is processed through the following sequence of steps for estimating the temporal and spectral characteristics of the excitation source information in the vowel regions:

- The instants of significant excitation or the glottal closure instants (GCIs) are detected using zero frequency filtering (ZFF) [17, 3].
- For each 20 ms frame of speech, 10th-order LP analysis is performed to estimate the linear prediction coefficients (LPCs). A time-varying inverse filter is constructed using the LPCs and the speech signal is processed by the inverse filter to derive the LP residual signal.

- Next, the LP residual signal is split into 8 sub-bands by filtering through a bank of 8 non-overlapping filters each having a bandwidth of 500 Hz. Feature vectors are then extracted by computing the spectral energy in each sub-band considering a frame size of 20 ms with 50% overlap. This results in an 8-dimensional feature vector per frame capturing the spectral variations in the LP residual.

- Similarly, for each block of 20 ms, the GCI locations within that frame are identified using ZFF. If one or more GCIs are found within an analysis frame, for all the sub-bands of the LP residual, those regions that are 2 ms to the right of each GCI are identified by anchoring the GCIs. The temporal energies are then computed within those regions. To do so, Hamming windowed regions that are 2 ms in duration are considered. Finally, the average energy for all the GCIs within that frame is computed. If no GCIs are found within the analysis frame under consideration, the temporal energy for all the sub-bands are computed by considering the central portions of the analysis frame with a duration of 2 ms. This results in another 8-dimensional feature vector per frame capturing the temporal variations in the LP residual.

- Logarithm of the spectral and temporal energies are taken to reduce the dynamic range. Finally, the derived set of features are concatenated to obtain a 16-dimensional base feature vector.

Since the analysis frames considered for the computation of the spectral and the temporal energies are quite different in duration, the derived feature vectors turn out to be different.

### 3. Experimental evaluation

The Kaldi speech recognition toolkit [18] was used to develop the vowel-non-vowel detection system employing DNN-based acoustic modeling. The system development and evaluation was done on the TIMIT corpus [13]. The speech corpus was split into orthogonal sets following the standard Kaldi recipe. Speech data from 462 speakers comprising of 3696 utterances was used to train the acoustic model parameters. The training/test transcription was modified to represent the possible vowels in the database as a single class. The non-vowels were grouped together to represent the second class. The silence, short-pause and other non-speech units (fillers) were grouped together to represent the third class (silence). The test set comprised of 192 utterances from 24 speakers. A development set consisting of 400 utterances from 50 speakers was used for optimizing the tunable parameters. All the experiments reported in this paper were performed on 8 kHz re-sampled data to simulate telephone-based speech interface.

For each short-time frame of speech, 13-dimensional MFCC features \((C_0 - C_{12})\) were computed employing 23-channel mel-filterbank. Time-splicing of the base MFCC, considering a context size of 9 (±4), was done making the total feature dimension equal to 117. The dimensionality of the derived time-spliced features was then reduced to 40 using linear discriminant analysis. This was followed by further de-correlation using maximum likelihood linear transform. Speaker normalization using feature-space maximum likelihood linear regression (fMLLR) [19] was employed next to further improve the
Consequently, the evidences obtained from these two features are combined to get a better estimate of the vowel regions.

### 3.1. Detection of vowel onset and end points

The test data was forced-aligned with respect to the trained acoustic models under the constraints of the first-pass hypothesis to generate the frame-level alignments required to detect the vowel regions. The starting and the ending points of the detected vowel regions are marked as the VOPs and the VEPs, respectively. Using the manual markings given in the database as the reference, the performances of the detected VOPs and VEPs are measured using the following metrics:

**Identification rate (IR):** The number of times the reference VOPs/VEPs match with the detected VOPs/VEPs within the pre-defined deviation (in ms) measured in percentage.

**Spurious rate (SR):** The percentage of detected VOPs/VEPs, which are detected outside the vowel regions.

The IR profiles for VOP and VEP detection with respect to the DNN-HMM-based three-class classifier developed using the MFCC as well as the proposed features are shown in Figure 2. For both the test as well as development (dev.) sets, the use of MFCC is noted to be better.

### 3.2. Combining the evidences

In order to improve the IR and SR, we explored the possibility of combining the vowel evidences obtained by using MFFC and excitation features. Furthermore, since the IR for the MFCC are found to be better than the excitation features, a higher weighting should be given to the evidence obtained using the MFCC. To achieve this, a method is proposed for combining the evidences and is discussed next.

First, the detected evidences are classified into two broad categories, i.e., the overlapping and non-overlapping ones. If there happens to be a minimum overlap of 70% between the evidences obtained by using the MFCC and the excitation features, then those are considered as overlapping evidences. At the same time, if the overlap is less than 70% then those are referred to as non-overlapping. The starting and ending points

<table>
<thead>
<tr>
<th>Data set</th>
<th>Error (in %) MFCC</th>
<th>Error (in %) Excitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dev.</td>
<td>11.48</td>
<td>15.27</td>
</tr>
<tr>
<td>Test</td>
<td>12.11</td>
<td>16.22</td>
</tr>
</tbody>
</table>

Figure 2: The IR profiles for the VOPs/VEPs with respect to DNN-HMM systems developed using the MFCC and excitation features, respectively. The predefined deviation is varied from 2 ms to 40 ms in steps of 2 ms. Also shown is IR profile for the proposed approach of combining the evidences. The IR profiles for the existing techniques are also shown.
The evidences for the vowel regions obtained by using the MFCC, the excitation features and the proposed combination with respect to the trained acoustic models are shown in Figure 3. The differences in the obtained evidences may probably be attributed to the fact that the excitation features and MFCC model the few frames near vowel transitions quite differently. On comparing the detected vowel evidences with the references, the proposed method of combining the evidences helps in detecting the vowel regions more accurately in contrast to those detected using each of the individual features. The same is depicted in terms of $IR$ profiles shown in Figure 2.

Finally, we have compared the proposed approach with some of the existing techniques. In this regard, two different state-of-the-art methods for VOP detection are considered and are referred to as Method 1 [2] and Method 2 [3], respectively. In the case of VEP detection, the existing approach reported in [4] is considered for comparison and is referred to as Method 3. For proper comparison, the parameters for the computation of the features and the evidences in the case of existing techniques are chosen to be the same as described in those original works [2, 3, 4]. The $IR$ profiles for VOPs and VEPs detected using the existing approaches are shown in Figure 2. For both the cases (VOPs/VEPs), the proposed approach for combining the evidences is noted to be much superior to the existing techniques. The $SR$ obtained by using the MFCC, excitation features, proposed combination of evidences and the existing techniques are given in Table 2. It is to note that the proposed technique for combining the evidences is superior to the existing methods in terms of $SR$ as well.

### Table 2: Comparison of SR for VOP and VEP detection obtaining by using the MFCC, excitation features, proposed technique for combing the evidences and the existing methods.

<table>
<thead>
<tr>
<th></th>
<th>VOP</th>
<th>VEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MFCC</td>
<td>Excitation</td>
</tr>
<tr>
<td>Test</td>
<td>5.9804</td>
<td>5.1260</td>
</tr>
<tr>
<td>Dev</td>
<td>5.0020</td>
<td>4.3742</td>
</tr>
<tr>
<td></td>
<td>MFCC</td>
<td>Excitation</td>
</tr>
<tr>
<td>Test</td>
<td>5.9804</td>
<td>9.3550</td>
</tr>
<tr>
<td>Dev</td>
<td>5.3868</td>
<td>9.7205</td>
</tr>
</tbody>
</table>

4. Summary and Conclusions

In this paper, a front-end feature extraction method is proposed to extract the temporal and the spectral characteristics of the excitation source. The excitation features are used to develop a DNN-based three-class classifier for detecting the vowel regions, VOPs and VEPs. Another three-class classifier is developed using the conventional MFCC as well. Finally, a novel method is proposed to combine the evidences obtained using the MFCC and the excitation feature vectors to enhance the detection of vowel regions, VOPs and VEPs. The proposed combination scheme is observed to provide better $IR$ with an overall reduction in $SR$.
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