Indoor/Outdoor Audio Classification using Foreground Speech Segmentation
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Abstract

The task of indoor/ outdoor audio classification using foreground speech segmentation is attempted in this work. Foreground speech segmentation is the use of features to segment between foreground speech and background interfering sources like noise. Initially, the foreground and background segments are obtained from foreground speech segmentation by using the normalized autocorrelation peak strength (NAPS) of the zero frequency filtered signal (ZFFS) as a feature. The background segments are then considered for determining whether a particular segment is an indoor or outdoor audio sample. The mel frequency cepstral coefficients are obtained from the background segments of both the indoor and outdoor audio samples and are used to train the Support Vector Machine (SVM) classifier. The use of foreground speech segmentation gives a promising performance for the indoor/ outdoor audio classification task.
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1. Introduction

The broadcast audio processing and transcription is a challenging task considering the large variabilities present in the data. There are many studies that attempt to process broadcast audio [1–11]. The steps followed in most of the previous works consists of a preprocessing step followed by the speech recognition step. The preprocessing step consists of tasks such as speech/non-speech detection, gender detection and bandwidth detection [1, 3]. The speech recognition step involves training the models using mel frequency cepstral coefficients (MFCCs) as features [1, 2, 12]. Alternatively, this work attempts to look at the broadcast audio processing in a different manner.

The data present in broadcast audio generally consists of either the anchor’s speech or the reporter’s speech. In most of the cases, anchor’s stay indoor while reporters speak from outdoor environments. In such scenario, the anchor’s speech is relatively clean, while the speech recorded from reporters in outdoor environments contain background noise. The indoor speech is clearly audible to listeners and can be used for speech to text transcription. Due to the presence of high background noise, the outdoor speech may not be clear to listeners and further it may not be suitable for speech to text transcription. Hence, it is necessary to enhance the speech signal to make it suitable for listening and speech to text transcription. It is imperative to segment the recorded broadcast audio into indoor and outdoor before enhancing the audio segments. In this work a new approach is proposed to classify the audio segments into indoor and outdoor. The focus is mainly on pre-recorded audio signals and not on-line.

The indoor and outdoor audio samples being recorded in different scenarios will have different types of acoustic environments. For example, the indoor speech signal has the least interference from other acoustic sources, but the outdoor speech is affected by the presence of other acoustic sources. The speech signal from anchor or reporter speaking closer to microphone is termed as foreground speech and rest of the interfering acoustic sources are categorized as background noise. This difference in the background environments of the two segments enables to explore the classification task in terms of the foreground speech segmentation. The method for foreground speech segmentation is recently proposed in [13, 14]. There is a difference in signal characteristics due to the variations in the distance between foreground speaker to microphone compared to rest of the background sources. The method exploits this signal characteristics to segment the foreground speech from rest of the background noise. For the indoor and outdoor audio recordings, the desired speaker is closer to the microphone. However, the background noise due to the other interfering sources are recorded at a farther distance from the microphone. The background noise segments obtained complementary to foreground speech segments can be exploited to perform the indoor and outdoor classification task.

The foreground speech segmentation method segments a given audio sample into foreground and background regions using the normalized autocorrelation peak strength of the zero frequency filtered signal [13]. This method will be utilized to segment the foreground and background regions of the indoor and outdoor audio. The background segments can then be considered for the classification task. The mel frequency cepstral coefficients (MFCC) are extracted from the background segments and classified using the support vector machine (SVM) classifier. The rest of the work is organized as follows. The foreground speech segmentation along with the classification method are described in section 2. Section 3 describes the results and discussion and section 4 concludes the work.

2. Foreground Speech Segmentation using NAPS of ZFFS

The foreground speech segmentation consists of using a features derived from the zero frequency filtered signal (ZFFS) [15, 16]. The ZFFS is obtained as follows,

\begin{equation}
    x[n] = s[n] - s[n - 1]
\end{equation}

- Difference the speech signal \( s[n] \)

- The differenced speech signal \( x[n] \) is passed through a cascade of two ideal zero frequency (digital) resonators,
Fig. 1: Illustration of foreground speech segmentation on a sample of 5 s of outdoor speech. (a) Speech signal (b) ZFFS of speech (c) Normalized autocorrelation peak strength (NAPS) of ZFFS (d) Non-linearly mapped value of (c) in which the foreground regions are mapped to one and the background regions are mapped to zero. A sample of a foreground region is marked with the dotted red line and a background region is marked with the continuous black line.

\[ y[n] = - \sum_{k=1}^{4} a_k y[n-k] + x[n] \]  
where \( a_1 = -4, a_2 = 6, a_3 = -4, a_4 = 1 \)

- Remove the trend i.e.,
\[ y_1[n] = y[n] - \frac{1}{2N+1} \sum_{k=-N}^{N} y[n-k] \]  
\[ \tilde{y}[n] = y_1[n] - \frac{1}{2N+1} \sum_{k=-N}^{N} y_1[n-k] \]  
where \( 2N + 1 \) corresponds to the average pitch period over a longer segment of speech

- The trend removed signal \( \tilde{y}(n) \) is termed as ZFFS.

The normalized autocorrelation peak strength (NAPS) of ZFFS [13, 17] is computed and this is found to be high for the foreground speech regions and low for the background noise regions. The NAPS was used as a feature for foreground speech segmentation in [13] and the same feature is being used in this work. The NAPS of ZFFS can be obtained by first computing the autocorrelation of a 25 ms frame of ZFFS along with a frame shift of 10 ms. The value of the first largest peak of the autocorrelation sequence (excluding the central peak) is considered by normalizing with respect to the central peak. The ZFFS and the NAPS for a segment of outdoor speech is shown in Figure 1 (b) and (c), respectively.

It can be observed that the NAPS of ZFFS shows a high value for the foreground regions and relatively lower values for the background region. However, it is difficult to set the threshold value to segment the foreground and background regions. Alternatively, the segmentation can be performed by using a non-linear mapping function. This non-linear mapping is applied to further exaggerate the discrimination between the two regions. The non-linear mapping function basically consists of an exponential function and is defined by the following equation.

\[ P_m = \frac{1}{1 + e^{-(P_s - \theta)/\tau}} + \alpha \]  
where, \( P_m \) is non-linearly mapped value, \( P_s \) is the NAPS of ZFFS, \( \theta, \tau \) are the slope parameters and \( \alpha \) is the offset that defines the minimum value of the function. \( \theta \) is the main threshold and its effect on the task is explained in the Section 3. The \( \tau \) is set to a very low value to obtain almost a zero or one mapping and \( \alpha \) is set to zero. \( P_m = 1, \) if \( P_s > \theta, \) otherwise \( P_m = 0. \) The non-linear mapped value of NAPS of ZFFS is shown in Figure 1(d). It can be seen that the foreground and background segments are separated, where the foreground regions are indicated by the label one while the background regions are indicated by the label zero.

The foreground speech segmentation is then applied on both the indoor and outdoor speech segments and can be seen in Figure 2. It can be observed that the NAPS of ZFFS has different value for the indoor and outdoor segments mainly in the background regions marked as continuous black line in the figure. This difference in the value of the NAPS of ZFFS gives an idea that if the background regions of the indoor and outdoor speech are processed and appropriate features are extracted from them, the classification of indoor and outdoor speech can be performed. The difference in the value of NAPS is due to the fact that the outdoor segments contain some noise in the background whereas the indoor segments do not have the kind of noises present in the outdoor speech. In most cases the signal energy in the background of the indoor segments is very low compared to the outdoor segments.
2.1. Classification using Features from the Background Regions

The background regions are considered for the classification purpose. The Mel Frequency Cepstral Coefficients (MFCCs) features are extracted from such regions. In order compute the MFCCs a frame size of 25 ms along with a frame shift of 10 ms is used. Initially the manually marked background regions are considered for feature extraction. The obtained features are used for training the Support Vector Machine (SVM) classifier [15, 16] with one class belonging to indoor and the other class belonging to outdoor. The models created using the MFCC features for indoor and outdoor are then subsequently used for classification of a given segment. However, during the testing phase the audio is divided into 5 s non-overlapping segments. Each segment is further subjected through foreground and background segmentation. The MFCC features are extracted from background regions for every frame. The MFCC features extracted are then tested with the trained models. If the number of MFCC features classified into a particular class exceed a threshold then that segment of 5 s is classified into that particular class.

3. Results and Discussion

The experiments were performed on the broadcast audio collected from Indian news channels (english) at a sampling rate of 8 kHz. Totally 900 audio segments are considered for training and testing purpose, where each audio segment is having the length of 5 s. Out of that, 100 segments are used for training, 100 segments are used for validation while the remaining 700 samples are used for testing. The training is done using a cross validated framework, where initially the data is divided into training set, validation set and testing set. A 4-fold cross validation was used for setting the optimal parameters of the classifier using the validation set. The parameters are varied according to a grid search. All the experiments using SVM were carried out using the libSVM [18] with a radial-basis function (RBF) kernel of the form,

\[ K(x, y) = \exp(-Y||x - y||^2) \]  

The width parameter \( Y \) and the cost parameter \( c \) are the parameters which are optimized. The testing is performed based on the optimized parameters. The threshold \( \theta \) for the non-linear mapping function (equation 5) is a tunable parameter and the results are presented by varying this parameter. The Figure 3 shows the results using the SVM classifier along with the variation of the parameter \( \theta \) of the non-linear mapping function.
can be noted that for this particular audio file, speech is present in the background as opposed to other types of background noises. The presence of the speech in the background causes some of the background regions to be segmented as foreground. This causes the remaining background which does not contain speech but silence to be used for the classification task since these segments will be classified as background only. These silence background regions will have a nature as the background regions of the indoor audio and hence the corresponding outdoor audio file will be classified as an indoor audio file.

4. Conclusion and Future Work

This work explored the use of foreground speech segmentation for indoor/outdoor classification. The NAPS of ZFFS of speech was used as a feature for the foreground speech segmentation. The background regions obtained are considered for the classification task wherein the MFCC features are extracted from them. The classification is performed using SVM classifier. The results show that the foreground speech segmentation task does aid in the indoor versus outdoor classification and this task can be used further as a preprocessing task for applications such as speech recognition.

It was observed that some of the background regions contained background speech which results in error for the foreground speech segmentation module and this in turn affects the performances of the indoor versus outdoor classification. The future work would involve determining the type of background noise present in outdoor speech and appropriate features can be used for the segmentation process in order to improve the overall task.
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