A Time-Warping Pitch Tracking Algorithm considering fast $f_0$ changes
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Abstract

Accurately tracking the fundamental frequency ($f_0$) or pitch in speech data is of great interest in numerous contexts. All currently available pitch tracking algorithms perform a short-term analysis of a speech signal to extract the $f_0$ under the assumption that the pitch does not change within a single analysis frame, a simplification that introduces errors when the $f_0$ changes rather quickly over time. This paper proposes a new algorithm that warps the time axis of an analysis frame to counteract intra-frame $f_0$ changes and thus to improve the total tracking results. The algorithm was evaluated on a set of 4718 sentences from 20 speakers (10 male, 10 female) and with added white and babble noise. It was comparative in performance to the state-of-the-art algorithms RAPT and PRAAT to Pitch (ac) under clean conditions and outperformed both of them under noisy conditions.

Index Terms: fundamental frequency estimation, pitch detection, pitch tracking.

1. Introduction

Fundamental frequency ($f_0$) and the related pitch are relevant for various research fields in the context of speech processing [1]. Intonation as part of linguistics for example directly refers to the pitch: According to Taylor [2, pp. 122], a question is expressed by an increasing pitch at the end of the phrase and a short time increase of the pitch is used to stress a specific word or syllable, which can be very important to resolve ambiguities. Also, the intentions as well as the emotions of a speaker influence the $f_0$ contour [3], a fact which is for example used in [4] to synthesize and recognize emotional speech and, in conjunction with other features, exploited in text-independent speaker recognition [5].

But the seemingly simple task of extracting the time-varying $f_0$ from an utterance is in practice complicated by numerous confounding factors: Unvoiced sounds do not contain an $f_0$, thus making a voiced-unvoiced classification necessary. Within voiced segments, the $f_0$ is not necessarily the spectrally most pronounced frequency (due to the formants of the vocal tract), which eliminates simple global search algorithms. Instead, more elaborate strategies are necessary to yield a truly robust pitch tracking algorithm. But even with highly tuned algorithms, background noise (especially colored or even babble noise) can greatly decrease the recognition accuracy and although some de-facto standards have emerged, the problem of pitch tracking is by no means definitively solved.

In [6], Strömbergsson reviewed studies employing the most frequently used methods for $f_0$ estimation and tracking (in descending order): PRAAT To Pitch (ac) (PRAAT for short) [7], RAPT [8], STRAIGHT [9], and YIN [10]. Although PRAAT’s autocorrelation method for $f_0$ estimation [11] is, according to the review, by far the most frequently cited algorithm, its popularity is arguably due to its availability since it is not generally superior to the other techniques. In fact, depending on the applied error measure, YIN (the least commonly used algorithm) can outperform PRAAT and RAPT (see [6]). Since it is currently not part of any speech analysis software, however, it remains fairly unused. STRAIGHT is actually a vocoder that offers the possibility for pitch tracking but is not commonly used for analytical purposes outside of synthesis applications.

RAPT is based on the normalized cross-correlation function, which only uses a very short segment (assumed to contain roughly one glottal pulse) and correlates it with a longer segment from the original signal. PRAAT and YIN are both based on the autocorrelation function and thus need a longer correlation window. In addition, the analysis window length for PRAAT depends on the lower frequency of the expected $f_0$ band, which further increases the computational cost for a less supervised approach. Both PRAAT and RAPT estimate several “best guesses” for the actual $f_0$ within a frame (called $f_0$ candidates) in a first stage. In a second stage, the sequence of $f_0$ candidates over all frames of the analyzed signal spans a Dynamic Programming grid in which the optimal path is found using a Viterbi search. In this stage, several factors like voiced-unvoiced transitions and octave jumps are taken into account (see below).

YIN uses a periodicity function for the candidate search, which is based on the autocorrelation function and comes at about the same computational cost. The periodicity function is more robust against low formant frequencies (which may be easily be mistaken for the $f_0$) and the window, which has a constant length of 0.025 s, leads to a good frequency resolution. However, as presented in [10], YIN only identifies a set of likely $f_0$ candidates for each frame and does not contain a second stage to find the actual $f_0$ contour over time. This leads to a lot of voiced-unvoiced decision errors and thus the results of YIN reported by [6] were generally worse than the results of PRAAT (which performed best overall) or RAPT (which came in second).

All algorithms make one common assumption: that the analyzed speech signal and, consequently, the $f_0$ is stationary within an analysis frame, which is true for very short time periods (strictly speaking, only for the duration of one glottal pulse). Contrary to that and due to the uncertainty principle in signal processing, the analysis frame should be as long as possible to ensure a suitable frequency resolution. Several studies (e.g., [12, 13, 14]) examined the change of the $f_0$ and found pitch changes as fast as $4.16 \text{oct} \text{s}^{-1}$ [14]. Considering the default analysis frame length of 40 ms for PRAAT and 27.5 ms for
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\footnotetext[1]{RAPT uses a shorter segment with a default length of 7.5 ms as a user-adjustable parameter, but this segment is crosscorrelated with a longer segment of this length, which is the relevant length when considering intra-frame $f_0$ changes.
RAIT, this means changes of the $f_0$ within a single analysis frame of up to approx. 2 $s$ for RAPAT and 1.4 $s$ for RAPAT. Therefore, many pitch detection errors may be related to these fast changes that undermine the basic assumption behind those algorithms.

To account for these rapid $f_0$ changes, Birkholz [15] presented an idea based on warping the time axis with a non-linear function to normalize the instantaneous frequencies within a single frame. In this paper, we built upon this basic idea and developed it into a Time-Warping Pitch Tracking Algorithm (TPTA).

2. The Time-Warping Pitch Tracking Algorithm

The outline of the Time-Warping Pitch Tracking Algorithm is visualized in Figure 1. The pre- and post-processing of the TPTA is similar to the established state-of-the-art algorithms: the speech signal is split up into short frames of the length $L$ (in samples), $f_0$ candidates are estimated for each frame, and eventually the best path through the sequence of candidates through time is determined by a Viterbi search. However, in addition to the procedures of state-of-the-art algorithms, a time-warping function has been developed into a Time-Warping Pitch Tracking Algorithm (TPTA).

2.1. Windowing and time-warping

The signal is divided into single frames $s[n]$ using a rectangular window of length $L$ (in samples), where $n$ is the discrete time index. In this frame, the oscillation with the fundamental frequency $f_0 = \frac{\text{fs}}{2}$ can be described by a (without loss of generality continuous) sine wave with a phase $\phi_0(t)$:

$$x_0(t) = x_0 \sin (\phi_0(t)),$$

The phase $\phi_0(t)$ is defined as:

$$\phi_0(t) = \int \omega_0(t) dt.$$ (1)

In the stationary case, $\omega_0$ is constant and thus leads to a linear phase. However, $\omega_0$ is in fact not necessarily constant within the analysis frame but can be approximated as a linear function over time. The result of (2) therefore becomes non-linear:

$$\phi_0(t) = \int (\omega_0(0) + mt) dt = \omega_0(0)t + \frac{m}{2}t^2 + \phi_0(0)$$ (3)

To linearize the phase $\phi_0(t)$ in the analyzed frame and thus force a (seemingly) constant frequency $\omega_0$, the time axis has to be warped to compensate the quadratic term in (3). This warping has the boundary constraints that the phase at the beginning and end of the frame should remain the same, thus ensuring a continuous phase between frames. Additionally, the frequency within a frame is assumed to linearly increase or decrease from $f_0(0)$ to $f_0(T)$ (where $T$ is the window length in seconds) and the constant frequency in warped time is set to the mean frequency in linear time. Equating the quadratic phase function in linear time $t$ (3) to a linear target phase function in warped time $t'$ yields a warping function $l(t')$:

$$l(t') = \frac{T}{1-r} \left( 1 - \sqrt{1 - \frac{(t' - r)^2}{T}} \right),$$ (4)

where $r = \frac{f_0(T)}{f_0(0)}$ describes the (unknown) change of the $f_0$ between the beginning and the end of the frame.

When this relationship is used to obtain a discrete warped signal $s_w(n, \Delta t(t'))$ from a discrete linear-time signal $s(n, \Delta t)$, the sampling times become non-uniformly distributed along the time axis because the effective sampling period $\Delta t$ is no longer constant. Therefore, the signal is equidistantly resampled using linear interpolation to obtain the final signal $s_w[n, \Delta t]$ (shortened to $s_w[n]$ for the remainder of the discussion).

To parameterize the warping in a more intuitive fashion, the ratio $r$ is converted to the dimension oct $s^{-1}$ and yields the user-adjustable warping factor $w$:

$$w = \frac{\log_2 r}{L},$$ (5)

where $r = \frac{f_0(L-1)}{f_0(0)}$ is the frequency ratio of the discrete signal frame of length $L$ in samples.

In the TPTA, nine warped signals $s_w[n]$ are calculated using nine integer values on the interval $\pm 4 \text{oct s}^{-1}$ for $w$. If, for example, the $f_0$ increased by 3 oct $s^{-1}$ in the original frame, then the signal $s_{-3}[n]$ would be “most periodic” with a quasi-constant $f_0$, because the $f_0$ increase was exactly compensated. Even if the unknown true ratio is not exactly matched by any of the nine values for $w$, the signal still becomes “more periodic” the closer $w$ gets to the true value.

2.2. Periodicity function and identification of optimal warping parameters

For each of the nine warped signals $s_w[n]$, the periodicity function (PF) by [10] is calculated analogously to YIN:

$$p_w[k] = \begin{cases} \frac{1}{\pi} \sum_{i=0}^{k} (1 - \phi_w[k]) & \text{if } k = 0 \\ \frac{1}{\pi} \sum_{i=1}^{k} \left( 1 - \phi_w[k] \right) & \text{else} \end{cases},$$ (6)

where $\phi_w[k]$ is the non-stationary autocorrelation function (ACF):

$$\phi_w[k] = \sum_{n=0}^{N-1} s_w[n] s_w[n+k]$$

and $E_k$ is the energy of the shifted signal:

$$E_w[k] = \sum_{n=0}^{N-1} s_w^2[k+n],$$ (7)

where $N$ is the integration length and $k$ denotes the lag. The main advantage of the periodicity function over the ACF (which is used in RAPAT) is that the PF does not have an extremum at lag 0 and that it is more robust against low first formant frequencies.

To illustrate the effect of the time-warping of a signal with a linear decreasing $f_0$, Figure 2 shows a synthesized vowel /a/ and the corresponding ACF and PF for no warping and a warping that matches the $f_0$ change. However, in a real-world setting, the exact $f_0$ change will be unknown. Therefore, TPTA calculates the PF $p_w[k]$ of all nine signals $s_w[n]$ and searches for the global minimum of all $p_w[k]$. Because the minimum value of a $p_w[k]$ becomes smaller the better the corresponding $w$ approximates the actual $f_0$ change in the signal, the PF $p_{w_{opt}}[k]$ that contains the global minimum of all PF is determined and used for the further calculations.
2.3. Candidate Extraction

Due to the influence of lower formant frequencies and other harmonic interferences, the lag corresponding to a global minimum of a PF is not necessarily the glottal period. Instead, the 14 smallest local minima in $p_{w_{opt}}[k]$ and their corresponding lags $k_{ci}$ ($i = 0, \ldots, 13$) are extracted as a set of 14 voiced $f_0$-candidates, each of which is a tuple $c_i = \{k_{ci}, \ p_{w_{opt}}[k_{ci}]\}$.

2.4. F0 contour estimation using Dynamic Programming

Since the $f_0$-contour across an utterance is unlikely to change abruptly, information from previous frames and following frames can be incorporated in the identification of the final $f_0$-contour using a Viterbi search, analogously to Praat and RAPT. After analyzing every frame of the original speech signal, the result is a sequence of $f_0$-candidate sets. Each of these sets is a column in a Dynamic Programming grid with the local costs calculated analogously to Praat and RAPT [11] (but modified to reflect the use of the PF instead of the ACF):

$$C_{i,v} = p_{w_{opt}}[k_{ci}] + C_{oct} \cdot \log_2 \left( \min(p_{w_{opt}}) \cdot k_{ci} \right)$$

with the minimum value $p_{w_{opt}}[k_{ci}]$, the global minimum $\min(p_{w_{opt}})$, the corresponding lag $k_{ci}$ of the $i$-th candidate, and the user-adjustable constant $C_{oct}$.

To allow a frame to be unvoiced, an additional unvoiced candidate is added with the local costs given by:

$$C_{i,u} = V_B + (1 - \min(p_{w_{opt}}[k])) \cdot k_{ci}$$

where $\min(p_{w_{opt}}[k])$ is the global minimum of the PF and $V_B$ is a user-defined bias term.

The transition costs were adopted from [11] without modifications:

$$C_i = \begin{cases} C_{oct} \cdot \log_2 \left( \frac{k_{ci}}{k_{ci+1}} \right) & V-V \\ C_{CVU} & V-U \text{ or } U-V \\ 0 & U-U \end{cases}$$

where $k_{ci}$ and $k_{ci+1}$ are the lags of the current and the previous candidate and $C_{oct}$ and $C_{CVU}$ are user-defined constants.

All user-adjustable parameters of the TPTA are summarized in Table 2. The default values for the octave jump cost $C_{oct}$ and the bias for high frequencies $C_{oct}$ was determined empirically by minimizing the octave errors in a set of 10 test sentences. The voicing bias $V_B$ and the voiced-unvoiced transition cost $C_{CVU}$ were found using an exhaustive search to find the optimal pair $(V_B, C_{CVU})$ that minimizes the relative $f_0$ estimation error in a subset of the evaluation data (see below) consisting of 100 randomly selected sentences. The search interval was [-0.5, 0.1] x [0.1, 0.6] with a step size of 0.01.
3. Evaluation

To evaluate the performance of the TPTA, a corpus of speech data was analyzed using TPTA and the two most cited reference algorithms (according to [6]) RAPT and RAAT.

3.1. Speech Data

The speech data used in the evaluation was taken from the the Pitch Tracking Database provided freely by the Graz University of Technology [16], which is one of the largest freely available corpora with microphone and laryngograph data. It consists of 4720 sentences from 20 speakers (10 male and 10 female) of read speech recorded in an audio recording studio. Two sentences (by speaker F07) were not included in the archive obtained from https://www.spse.tugraz.at//tools/ptdb-tug (accessed: March 10, 2017) and thus not part of the evaluated speech material. For every sentence, a high-quality audio recording (48 kHz, 16 Bit WAV) was available, accompanied by a text file containing the ground truth \( f_0 \) at a sampling rate of 100 Hz, which was derived from the corresponding laryngograph signal. To analyze a more realistic scenario and for all SNR with both kinds of noise are shown in Table 1. Both RAPT and TPTA achieved better total accuracy in all settings in terms of GPE, VDE, and FFE compared to RAAT. RAPT was still slightly superior to TPTA for clean speech, because it more accurately estimated the \( f_0 \) in frames that it recognized as voiced. However, TPTA made less voicing decision errors. When white noise was added to the speech, the VDE of RAPT was better for an SNR of 0 dB or lower and the FFE stayed below the FFE of TPTA. When babble noise was added, however, the VDE of RAPT drastically deteriorated with decreasing SNR and resulted in an overall better FFE of TPTA for even mildly noisy speech (SNR of 20 dB).

3.2. Algorithm setups

RAPT [8] was used in its implementation in the command line tool Snack [18] and was run with default settings except for the frequency range, which was set to 50 Hz to 500 Hz. RAAT was also used with default settings except for the frequency range (which was also set to 50 Hz to 500 Hz) and the step size, which was set to 0.01 s to align with the ground truth sampling rate. TPTA was used with the settings shown in Table 2.

3.3. Analysis

The same error measures as in [6] were used here to evaluate the algorithms:

- **Gross Pitch Error (GPE): Ratio of the number of voiced frames with a relative error higher than 20% of the ground truth to the number of all frames identified as voiced by both the pitch tracker and the ground truth.**
- **Fine Pitch Error (FPE): Standard deviation of the difference between the estimated \( f_0 \) in correctly recognized voiced frames and the true \( f_0 \).**
- **Voicing Decision Error (VDE): Ratio of the number of frames with wrong voicing-state decisions to the total number of frames.**
- **\( f_0 \) Frame Error (FFE): Ratio of the number of all erroneous frames to the total number of frames.**

### Table 2: Parameters of the TPTA and their default values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of frame</td>
<td>( L )</td>
</tr>
<tr>
<td>Minimum pitch</td>
<td>( f_{\text{min}} ) = 50 Hz</td>
</tr>
<tr>
<td>Maximum pitch</td>
<td>( f_{\text{max}} ) = 500 Hz</td>
</tr>
<tr>
<td>Time step</td>
<td>( \Delta t ) = 0.01 Hz</td>
</tr>
<tr>
<td>Max. changing speed</td>
<td>( w_{\text{max}} ) = \pm 4 \text{oct} s(^{-1})</td>
</tr>
<tr>
<td>Bias for voiced decision</td>
<td>( B ) = −0.29</td>
</tr>
<tr>
<td>Number of ( f_0 ) candidates</td>
<td>( N_{\text{ cand }} ) = 4</td>
</tr>
<tr>
<td>Favouring high or low ( f_0 )</td>
<td>( C_{\text{oct}} ) = 0.05</td>
</tr>
<tr>
<td>Octave jump cost</td>
<td>( C_{\text{oct}} ) = 0.4</td>
</tr>
<tr>
<td>Transition cost for changed voicing state</td>
<td>( C_{\text{VU}} ) = 0.42</td>
</tr>
</tbody>
</table>

### 3.4. Results

The results from all three algorithms (PRAAT, RAPT, TPTA) and for all SNR with both kinds of noise are shown in Table 1. Both RAPT and TPTA achieved better total accuracy in all settings in terms of GPE, VDE, and FFE compared to PRAAT. RAPT was still slightly superior to TPTA for clean speech, because it more accurately estimated the \( f_0 \) in frames that it recognized as voiced. However, TPTA made less voicing decision errors. When white noise was added to the speech, the VDE of RAPT was better for an SNR of 10 dB or lower and the FFE stayed below the FFE of TPTA. When babble noise was added, however, the VDE of RAPT drastically deteriorated with decreasing SNR and resulted in an overall better FFE of TPTA for even mildly noisy speech (SNR of 20 dB).

### 4. Conclusions and Outlook

Compared to the state-of-the-art, TPTA yielded similar results as RAPT and was superior to PRAAT, if the starting parameters are kept mostly generic (i.e., no very narrow \( f_0 \) band adapted to the speaker’s gender). The warping of the time axis as implemented by TPTA apparently had a significant positive impact on the VDE, which in turn led to good results even in very noisy conditions, where both RAPT and PRAAT were outperformed.

Currently, TPTA needs audio files in the WAV-format with an arbitrary sampling rate and a length of at least two times the integration length, i.e. 50 ms. The audio file should contain only one speaker because multi-pitch tracking is currently not possible. TPTA is currently implemented as a MATLAB script and will be ported to a C++ implementation for future works to improve the calculation time. The candidate search in TPTA should also be improved to lower TPTA’s GPE to get closer to the results with RAPT, especially for clean speech. Another improvement could be to use more finely quantized time-warping factors to better approximate the actual \( f_0 \) change within a frame and thus potentially further lower the GPE.
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