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Abstract

Example-based speech enhancement is a promising single-channel approach for coping with highly nonstationary noise. Given a noisy speech input, it first searches in a noisy speech corpus for the noisy speech examples that best match the input. Then, it concatenates the clean speech examples that are paired with the matched noisy examples to obtain an estimate of the underlying clean speech component in the input. The quality of the enhanced speech depends on how accurate an example search can be performed given a noisy speech input. The example search is conventionally performed using a Gaussian mixture model (GMM) with mel-frequency cepstral coefficient features (MFCCs). To improve the noise robustness of the GMM-based example search, instead of using noise sensitive MFCCs, we have proposed using bottleneck features (BNFs), which are extracted from a deep neural network-based acoustic model (DNN-AM) built for automatic speech recognition. In this paper, instead of using a GMM with noise robust BNFs, we propose the direct use of a DNN-AM in the example search to further improve its noise robustness. Experimental results on the Aurora4 corpus show that the DNN-AM-based example search steadily improves the enhanced speech quality compared with the GMM-based example search using BNFs.

Index Terms: example-based speech enhancement, example search, noise robustness, deep neural network acoustic model

1. Introduction

Speech enhancement is an essential technology for improving the quality of speech-based applications in adverse environments. A lot of effort has been spent over the years on developing various types of effective speech enhancement approaches [1]. In particular, single-channel approaches have been extensively studied, e.g. [2–25], since they impose very few hardware constraints compared with multi-channel approaches.

Generative model-based single-channel approaches have been actively investigated. These approaches are explicitly based on the generation model of noisy speech. Parameters of the model are estimated, for example, by using heuristics such as minimum statistics [2–5], or by statistical model-based approaches based on, e.g. Gaussian mixture models (GMMs) [6, 7] and nonnegative matrix factorization [8, 9].

In contrast to the generative model-based approaches, more recently, deep neural network (DNN)-based discriminative single-channel approaches, i.e. denoising autoencoders (DAEs) [10–13], have started to attract a lot of attention. Unlike the generative model-based approaches, a DAE does not explicitly consider the generation process of noisy speech and, given a noisy speech input, it directly estimates the underlying clean speech component of the input. The DAE achieves this direct estimation (mapping) by nonlinearly transforming input noisy speech features into the corresponding clean speech features through its stacked hidden layers. The parameters of the hidden layers are estimated using a large-scale noisy-clean parallel speech corpus. The DAE shows a high denoising performance in various noisy environments.

In this paper, we focus on an example (or corpus)-based (or inventory-style) approach [16–25]. As with a DAE, an example-based approach directly estimates the underlying clean speech component in a given noisy input using a large-scale noisy-clean parallel speech corpus. However, it focuses strongly on exploiting raw and precise data, i.e. examples, included in the speech corpus. The example-based approach originally proposed in [16, 17] can be outlined as follows (see Section 2 for details). It prepares a clean speech corpus and a corresponding artificially contaminated noisy speech corpus. Given a noisy speech input for testing, it first uses a noisy speech GMM to search the noisy speech corpus for noisy speech examples (segments) that best match the input. Then, it concatenates the corresponding clean speech examples included in the clean speech corpus to obtain an estimate of the underlying clean speech component in the input. Finally, it uses this clean speech estimate to denoise the input. The DNN-AM-based example search described above is performed based on the longest matching criterion. This criterion is important since longer speech examples can be identified more accurately in noisy environments than shorter examples because of their more distinct and richer spectral-temporal pattern information. As a result, the example-based approach exhibits higher enhancement performance than the other approaches especially in highly nonstationary noisy environments.

However, in previous studies of the example-based approach [16–20], the GMM-based example search was not always performed accurately enough. Although it is desirable that the noisy speech corpus encompass all the noisy environments that we encounter at the testing stage, in reality, this is infeasible. Moreover, since the example search is performed by evaluating the similarity between an input and a noisy example both of which are represented by mel-frequency cepstral coefficient features (MFCCs), which are sensitive to noise, the search process can be greatly affected by noise. Therefore, a mismatch between an input and the noisy speech corpus is inevitable. This mismatch makes the GMM-based example search less accurate and therefore degrades the quality of the enhanced speech.

To mitigate this mismatch, instead of using MFCCs, in [20] we proposed using bottleneck features (BNFs) [26–28] as a representation of a noisy speech input and a noisy speech example. BNFs are extracted from a DNN acoustic model (DNN-AM) built for automatic speech recognition (ASR). A DNN-AM can perform a robust prediction of hidden Markov model (HMM)-states for input noisy speech features thanks to nonlinear feature transformations through its stacked hidden layers (as with a DAE). By using noise robust (invariant) BNFs extracted from a DNN-AM, the accuracy of the GMM-based example search was improved and, as a result, the quality of the enhanced speech was also improved compared with when using MFCCs in a GMM-based example search.

However, in the above example search using a GMM with BNFs, the noise robustness of a DNN-AM may not be fully exploited due to the intermediate Gaussian mixture modeling.
this paper, we propose the direct use of a DNN-AM in the example search to further improve its noise robustness by fully exploiting the high noise robustness of the DNN-AM (Section 3). Experimental results on the Aurora4 corpus [29, 30] show that the DNN-AM-based example search steadily improves the enhanced speech quality compared with the GMM-based example search using BNFs (Section 4).

2. Example-based speech enhancement

We begin by using Fig. 1 to outline the basic framework of the example-based approach, which was originally proposed in [16, 17]. Then, we elaborate the main process of the approach, i.e. the example search [19], and its problems.

2.1. Basic framework

In the training stage (top dotted box in Fig. 1), a clean speech corpus is first prepared. It is artificially contaminated with various types of noise to form a multi-condition parallel speech corpus. MFCC extraction is performed for all of the speech corpora (as for the clean corpus, magnitude spectra are also extracted). The extracted MFCCs are then used to train GMMs that represent each of the corpora. To represent the precise spectral patterns of a speech, the dimensionality of the MFCCs and the number of Gaussian components in the GMMs are set at large values (e.g. 80 and 4096). These GMMs are used to obtain example models for each of the corpora.

Then, given a noisy speech input for testing, we first extract its MFCC, magnitude spectrum and phase spectrum sequences. Using the example models and an example evaluation function [19], we find the longest example sequence that matches the input with the posterior probabilities of the matched examples. We use the found matching example sequence and the example posterior probabilities to resynthesize a clean magnitude spectrum sequence by concatenating the corresponding clean speech magnitude spectra. Finally, we perform Wiener filtering using the resynthesized clean magnitude spectrum sequence and the magnitude and phase spectrum sequences extracted from the noisy speech input to obtain the final enhanced speech.

2.2. Example search

Hereafter, for simplicity, we assume that a single speech corpus is used for the example search (we actually use a single noisy speech corpus for the example search in the experiments described in Section 4) and all the utterances in the corpus are concatenated into one long utterance. We employ the notations used in [16, 17].

We start with the training stage. Let \( x = \{ x_i : i = 1, 2, \ldots, I \} \) be the whole MFCC sequence in the speech corpus, \( x_i \) be the MFCCs at time frame \( i \), and \( I \) be the total number of frames in the corpus. Using \( x \), a GMM \( G \) is trained as

\[
G = \{ g(x|m), w(m) : m = 1, 2, \ldots, M \},
\]

where \( g(x|m) \) is the \( m \)th Gaussian component, \( w(m) \) is its weight \( (0 < w(m) < 1) \), and \( M \) is the total number of Gaussian components in \( G \). For each time frame \( i \) in the corpus \( x \), we find the Gaussian component \( g(x|m) \) in \( G \) that maximizes the likelihood of the MFCCs \( x_i \). This results in the following time sequence of maximum-likelihood Gaussian component indices

\[
m = \{ m_i : i = 1, 2, \ldots, I \},
\]

where \( m_i \) is the index that addresses \( g(x|m_i) \), i.e. the Gaussian component at the \( i \)th time frame. \( g(x|m_i) \) represents the class of the precise short-time speech spectra, and thus, \( m \) can be used as a model that represents precise spectral-temporal patterns included in \( x \). We refer to this model \( m \) as an example model of the corpus \( x \).

In the following, we describe the example search, or more exactly an example evaluation function. Note that the example evaluation function described below is the one we proposed in [19] as a modified version of the one used in [16, 17].

Let \( y = \{ y_t : t = 1, 2, \ldots, T \} \) be the \( T \) frame MFCC sequence of a noisy speech input for testing, \( y_t \) be the MFCCs at time frame \( t \) and \( y_{t+1:t+N} = \{ y_{t+\tau} : \tau = 1, 2, \ldots, \tau \} \) be a \( \tau + 1 \) frame MFCC segment taken from the time frames \( t \) to \( t + \tau \) of \( y \). We calculate the likelihood of \( y_{t+1:t+N} \) by matching it with the example model \( m \) and the GMM \( G \). Hereafter, again for simplicity, we add a constraint that only allows one-to-one frame basis linear matching (i.e. it does not allow the dynamic time warping) during the matching between \( y_{t+1:t+N} \) and \( m \) or \( G \).

We divide \( y_{t+1:t+N} \) into two sub-segments. The likelihood of the first sub-segment \( y_{t+1:t+\nu} \) is calculated with \( m_{u:t+\nu} \), i.e. the \( \nu + 1 \) frame example taken from the time frames \( u \) to \( u + \nu \) of \( m \), and the likelihood of the second sub-segment \( y_{t+\nu+1:t+\tau} \) is calculated with \( G \) (denoted as \( \phi_{u+\nu+1:t+\tau} \)). As a result, the likelihood of \( y_{t+1:t+N} \), i.e. the evaluation function of the example \( m_{u:t+\nu} \), is written as

\[
p(y_{t+1:t+\nu}|m_{u:t+\nu}, \phi_{u+\nu+1:t+\tau}) = p(y_{t+1:t+\nu})p(y_{t+\nu+1:t+\tau}|\phi_{u+\nu+1:t+\tau}).
\]

\[
= \prod_{\nu=0}^{\nu_{max}} \prod_{\nu=0}^{\nu_{max}} \sum_{s=0}^{\nu_{max}} w(m_{s:t+\nu})g(x|s).\ (3)
\]

We can change the length of \( m_{u:t+\nu} \) by changing the value of \( \nu \). However, we always evaluate \( m_{u:t+\nu} \) with the length of \( y_{t+1:t+\nu} \), i.e. \( \tau + 1 \), by assuming there is no particular Gaussian component sequence that matches \( y_{t+1:t+\nu} \), and by assigning the accumulated GMM likelihood to \( y_{t+1:t+\nu} \) as the smoothed likelihood. This example evaluation method is similar to the hypothesis evaluation method employed in the A’ search for ASR [31, 32].

Using this example evaluation function, at each time frame \( t \) in \( y \), we can find the MFCC segment \( y_{t+1:t+\nu_{max}} \) and the corresponding matching example \( m_{u:t+\nu_{max}} \) by maximizing the posterior probability as

\[
m_{u+\nu_{max}} = \arg \max_{\nu} \max_{u} p(m_{u:t+\nu}, \phi_{u+\nu+1:t+\tau}|y_{t+1:t+\nu}), \ (4)
\]

\[
P(m_{u:t+\nu}, \phi_{u+\nu+1:t+\tau}|y_{t+1:t+\nu}) = \sum_{u'} \sum_{\nu'} p(y_{t+1:t+\nu}|m_{u':t+\nu'}, \phi_{u'+\nu'+1:t+\tau}).\ (5)
\]
where the denominator of Eq. (5) is the sum of the likelihoods of the MFCC segment $y_{t:t+r}$ given all the possible example locations $u'$ and all the possible example lengths $r' + 1$ (i.e., all the possible MFCC segment division boundaries $r'$). An efficient implementation method of Eq. (4) is detailed in [19].

The posterior probability of Eq. (5) has the longest matching property. Its proof is simple as follows. We compare the two posterior probabilities of the MFCC segment $y_{t:t+r}$. One is evaluated with the example $m_{u+u'+1}$ and GMM $\phi_{u+u'+1}$, and the other is evaluated with $m_{u+u'+1}$ and $\phi_{u+u'+1}$. The denominator is common to both probabilities and their ratio is equal to the likelihood ratio as

$$p(y_{t:t+r}|m_{u+u'+1}, \phi_{u+u'+1}) = \frac{g(y_{t:t+r}|m_{u+u'+1})}{\sum_{m=1}^{M} w(m) g(y_{t:t+r}|m)}.$$  

(6)

Here, we assume that the whole acoustic space is equally covered by each of the Gaussian components in $G$ and the MFCC $y_{t:t+r}$ is well-matched to the Gaussian component $m_{u+u'+1}$. With these two assumptions, the denominator on the right-hand side of Eq. (6) becomes equal to $1/w(m_{u+u'+1}) \geq 1$. This means that, as long as there is a Gaussian component $m_{u+u'+1}$ that matches the MFCC $y_{t:t+r}$, the matching example $m_{u+u'+1}$ becomes long. The importance of this longest matching property was described in Section 1.

2.3. Problems of example search

As we have already described in Section 1, it is impossible to prepare a noisy speech corpus that covers all types of noisy environments. Moreover, the example search is performed using noise sensitive MFCCs. Therefore, a mismatch between a noisy speech input and the noisy speech corpus is inevitable. This mismatch can degrade the accuracy of the example search and, as a result, the quality of the enhanced speech.

To mitigate this mismatch, instead of using MFCCs, in [20] we proposed using BNFs [26–28], which are extracted from a DNN-AM built for ASR, in the GMM-based example search. However, with this method, the noise robustness of a DNN-AM may not be fully exploited due to the intermediate Gaussian mixture modeling.

3. Proposed method: Example search using DNN-AM

We propose the direct use a DNN-AM, which is built for ASR, in the example search to further improve its noise robustness by fully exploiting the high noise robustness of the DNN-AM. There are many types of DNN-AMs for ASR [33–35]. However, they all usually have full connections between the last hidden layer and the output layer to predict the posterior probabilities of the HMM states for the input speech features by using the softmax activation function. One node in the output layer corresponds to one HMM state. Input features are usually MFCCs or log-mel filterbank coefficients (FBANKs), which are spliced within a left and right context window across several frames.

Using a DNN-AM, we can calculate the likelihood for one frame of input speech features $x$ given an HMM state $s$ as

$$p(x|s) = \exp(z^{s}_x(x) - \log P(s)),$$

(7)

where $z^{s}_x(x)$ is the excitation value at the $s$th node of the output layer (the $L$th layer in the DNN-AM) given $x$, and $P(s)$ is the prior probability of the HMM state $s$. $z^{s}_x(x)$ is obtained as

$$z^{s}_x(x) = \sum_{r=1}^{H} w^{r}_s f(z^{L-1}_x(x)) + b^{s},$$

(8)

where $w^{r}_s$, $b^{s}$ are the weight value between the $r$th node of the last hidden layer (the $(L - 1)$th layer in the DNN-AM) and the $s$th node of the output layer, and $L$ is the number of the last hidden layer, $f(\cdot)$ is an activation function, typically the sigmoid function, and $H$ is the number of nodes in the last hidden layer. We also define a pseudo GMM $G_s$ using $p(x|s)$ and $P(s)$ as follows

$$G_s = \{p(x|s), P(s) : s = 1, 2, \ldots, S\},$$

(9)

where $S$ is the number of HMM states (nodes of the output layer). As shown in Eq. (2), using a GMM $G$, we can obtain an example model $m$ for the whole feature sequence $x$ of a speech corpus. In the same way, using the pseudo GMM $G_s$, we can obtain an example model, i.e. a time sequence of maximum-likelihood HMM state (output layer node) indices, for $x$ as

$$s = \{s_i : i = 1, 2, \ldots, I\},$$

(10)

where $s_i$ is the index that addresses the HMM state (the node of the output layer) at the $i$th time frame.

Using $p(x|s)$, $P(s)$, $G_s$, and $s$ instead of $g(x|m), w(m)$, $G$ and $m$, and following Eqs. (3) to (5), we can perform the DNN-AM-based example search in the same way as the GMM-based example search while satisfying the longest matching property as proved in Eq. (6). The likelihood $p(x|s)$ is also used in the decoding of ASR and thus the DNN-AM-based example search can be understood as a kind of ASR decoding constrained by the example model (without using a language model). Figure 2 shows the three types of example search, i.e. (a) the GMM-based example search using MFCCs [16, 17, 19], (b) the GMM-based example search using BNFs, and (c) the DNN-AM-based example search. This figure clearly illustrates that the proposed DNN-AM-based example search directly exploits the advantage of a DNN-AM, namely its high noise robustness. However, it also has a high speaker normalization ability [26], and thus it may be difficult to use speaker information included in input speech in the example search. As a result, the enhanced speech may lose the original speaker characteristics (actually, we do not need to concern with this as described in Section 4.2). It also should be noted that any types of NN-based AMs can be used in the proposed DNN-AM-based example search.
4. Experiments

We conducted experiments to evaluate the example-based approach based on the proposed DNN-AM-based example search (hereafter, referred to as ExB-DNN-AM) in comparison with that based on the GMM-based example search using MFCCs (ExB-GMM-MFCC), that based on the GMM-based example search using BNFs (ExB-GMM-BNF), and a DAE.

4.1. Experimental settings

The Aurora4 multi-condition speech corpus [29, 30] was used in the experiments. The corpus is derived from the Wall Street Journal (WSJ0) 5k-word closed vocabulary ASR task. The sampling frequency, frame length, and frame shift were 16 kHz, 20 ms, and 10 ms, respectively. The clean training set consists of 7138 utterances spoken by 83 speakers (about 14 hours in total). The noisy training set is a noisy version of the clean training set including a clean and six different types of noise conditions (car, babble, restaurant, street traffic, airport, train station) with 10 to 20 dB signal-to-noise ratios (SNRs). These two training sets form a noisy-clean parallel speech corpus. In the example-based approaches, the noisy set was used for the example search and the clean set was used to provide clean speech examples.

We used a subset of the original evaluation set. The subset consisted of 112 utterances obtained from eight speakers and all the seven noisy (including a clean) conditions included in the original evaluation set to keep the variety of the original set. The eight speakers were different from those of the training set. The seven noisy conditions were the same as those of the training set but with different SNRs, i.e. 5 to 15 dB SNRs.

A DAE, i.e. a strong DNN-based competitor, was trained using the noisy-clean parallel speech corpus. The DAE was based on a fully connected feedforward DNN that had four 2048-node hidden layers with the sigmoid activation function. Both the input and output features were 40-dimensional log-power spectra. This DAE is detailed in [15].

For ExB-GMM-MFCC (ExB-GMM-BNF), we extracted 80-dimensional MFCCs (BNFs) for the noisy training set and trained a GMM with 4096 Gaussian components. The BNFs were extracted using a fully connected feedforward DNN-AM trained using the noisy training set. The DNN-AM had seven hidden layers with the sigmoid activation function. The sixth layer was an 80-node bottleneck layer and the other layers had 2048 nodes. ExB-GMM-BNF is detailed in [20].

We trained a convolutional neural network-based acoustic model (CNN-AM) using the noisy training set and used it for ExB-DNN-AM. This is because a CNN-AM shows high ASR performance for the Aurora4 task [33]. The input features consisted of 1320-dimensional vector obtained by splicing 40-dimensional FBANKs plus their $\Delta$ and $\Delta\Delta$ coefficients within an 11-frame context window. These features were input into the CNN-AM, which consisted of two convolution plus pooling layers followed by three fully connected 2048-node layers with the sigmoid activation function (the operations in the CNN-AM were basically the same as those described in [33]). Then, posterior probabilities of the HMM states were predicted at the output layer. The number of HMM states (nodes of the output layer) was set at 4096, which was equal to the number of Gaussian components in the GMMs of ExB-GMM-MFCC and ExB-GMM-BNF.

4.2. Experimental results

Figure 3 shows the objective evaluation results measured with the frequency weighted segmental SNR (FWSegSNR) [36] and the short-time objective intelligibility measure (STOI) [37, 38]. We can confirm that ExB-DNN-AM steadily improves the values of both the evaluation measures compared with the other methods. These are the effects of directly using (i.e. fully exploiting the noise robustness of) the DNN-AM (CNN-AM) in the example search as expected in Sections 1 and 3.

Results of an informal listening test indicate that the audible quality of the enhanced speech obtained by ExB-DNN-AM is also steadily improved compared with those obtained by the DAE and ExB-GMM-MFCC, and it is slightly better than that obtained by ExB-GMM-BNF. We had a concern that the original speaker characteristics may be lost in the enhanced speech obtained by ExB-DNN-AM due to the high speaker normalization ability of a DNN-AM (Section 3). However, it maintains the characteristics well thanks to Wiener filtering using the original input speech at the last stage of the enhancement (Section 2.1). We expect that the quality of the enhanced speech may be further improved if we develop a DNN-AM that can jointly perform HMM state prediction and speaker identification using multitask learning [39].

5. Relation to previous work

The steps in our development of the example-based approach, i.e. from the original ExB-GMM-MFCC [16, 17, 19] to ExB-GMM-BNF [20] and then ExB-DNN-AM proposed in this paper, are similar to those of the ASR systems, i.e. from conventional GMM-HMM systems to Tandem systems [26–28] and then state-of-the-art DNN-HMM hybrid systems [33–35].

We have attempted in this paper to improve speech enhancement performance by exploiting ASR technology. Similar attempts have been made in some other studies [14, 24, 25] and we can refer to them to further improve our method.

6. Conclusion and future work

We have proposed an improved example-based speech enhancement approach that directly uses a DNN-AM for a noise robust example search. Our experimental results confirm the effectiveness of the proposed DNN-AM-based example search.

Future work will include (1) the use of DNN-AMs other than the CNN-AMs, e.g. fully connected feedforward DNN-AMs and (bidirectional) long short-term memory recurrent NN-based AMs [33–35], (2) the development of a DNN-AM that is more suitable for the proposed example search, i.e. that jointly performs HMM state prediction and speaker identification (i.e. a multitask learning [39]), and (3) more tight integration with the ASR technology [14, 24, 25] for complementarily improving the performance of speech enhancement and ASR.
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