Time-domain envelope modulating the noise component of excitation in a continuous residual-based vocoder for statistical parametric speech synthesis
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Abstract

In this paper, we present an extension of a novel continuous residual-based vocoder for statistical parametric speech synthesis. Previous work has shown the advantages of adding envelope modulated noise to the voiced excitation, but this has not been investigated yet in the context of continuous vocoders, i.e. of which all parameters are continuous. The noise component is often not accurately modeled in modern vocoders (e.g. STRAIGHT). For more natural sounding speech synthesis, four time-domain envelopes (Amplitude, Hilbert, Triangular and True) are investigated and enhanced, and then applied to the noise component of the excitation in our continuous vocoder. The performance evaluation is based on the study of time envelopes. In an objective experiment, we investigated the Phase Distortion Deviation of vocoded samples. A MUSHRA type subjective listening test was also conducted comparing natural and vocoded speech samples. Both experiments have shown that the proposed framework using Hilbert and True envelopes provides high-quality vocoding while outperforming the two other envelopes.

Index Terms: Speech synthesis, continuous vocoder, envelope, triangular, parametric.

1. Introduction

Statistical parametric speech synthesis has been an important research field during the last years due to the development of Hidden Markov Model (HMM) based [1] and deep neural network based approaches [2]. Such a statistical framework is guided by the encoding-decoding (Vocoder) concept which is based on computational models of speech. Since the design of a vocoder depends on speech characteristics, several approaches have been devised as potential solutions to the problem of “buzziness” in vocoders. Hu et al. [3] present an experimental comparison of a wide range of important vocoder types which have been previously invented. Despite the fact that most of these vocoders have been successful in synthesizing speech, they are not always successful in reconstructing the time-domain characteristics of voiced frames, a time-domain envelope is often applied which was shown to be related to speech intelligibility [9]. There are various methods to obtain a more reliable representation of such envelopes. An early attempt [10], the time envelope is shaped by obtaining peaks of the signal in a window that runs in the data. In [11] a pitch-synchronous triangular envelope is proposed. In [12], Hilbert and energy envelopes are introduced. In [13], an iterative technique used to estimate the true envelope. Frequency Domain Linear Prediction (FDLP) envelope is presented in [14]. In vocoding, such envelopes are often used to enhance the source model (e.g. [15], [16], and [17]).

The latest generation of vocoders focuses on uniformly modeling the various types of speech sounds within the same framework. [18] considers a generalized mixed excitation model, in which both periodic and aperiodic components coexist. [19] shows a synthesizer, which uses a uniform representation for voiced and unvoiced segments. This initial study emphasizes the importance of simple excitation models: it claims that the over-parametrization of previous models often leads to statistical learning inefficiencies and intractable tuning issues. As the noise component is not accurately modeled even in the widely used STRAIGHT vocoder [20], Degottex and his colleagues aim to improve this and present a novel noise model, which is of slightly worse quality than STRAIGHT, but it is much simpler [19].

In our earlier work, we proposed a computationally feasible residual-based vocoder [21], using a continuous F0 model [7], and MVF [8]. In this method, the voiced excitation consisting of pitch synchronous PCA residual frames is low-pass filtered while the unvoiced part is high-pass filtered according to the MVF contour as a cutoff frequency. The approach was especially successful for modeling speech sounds with mixed regions and discontinuous in unvoiced regions. For modeling discontinuous F0, [4] proposed MSD-HMM and it is generally accepted. However, because of the discontinuities at the boundary between voiced and unvoiced regions, the MSD-HMM is not optimal [5]. To solve this, among others, [6] proposed a continuous F0 model, showing that continuous F0 observations can similarly appear in unvoiced regions. It has also been shown recently that continuous modeling can be more effective in achieving natural synthesized speech [7].

Another excitation parameter is the Maximum Voiced Frequency (MVF) which was recently proposed and shown to result in major improvement in the quality of synthesized speech [8]. During the synthesis of various sounds, the MVF parameter can be used as a boundary frequency to separate the voiced and unvoiced components.

To reconstruct the time-domain characteristics of voiced frames, a time-domain envelope is often applied which was shown to be related to speech intelligibility [9]. There are various methods to obtain a more reliable representation of such envelopes. An early attempt [10], the time envelope is shaped by obtaining peaks of the signal in a window that runs in the data. In [11] a pitch-synchronous triangular envelope is proposed. In [12], Hilbert and energy envelopes are introduced. In [13], an iterative technique used to estimate the true envelope. Frequency Domain Linear Prediction (FDLP) envelope is presented in [14]. In vocoding, such envelopes are often used to enhance the source model (e.g. [15], [16], and [17]).

The latest generation of vocoders focuses on uniformly modeling the various types of speech sounds within the same framework. [18] considers a generalized mixed excitation model, in which both periodic and aperiodic components coexist. [19] shows a synthesizer, which uses a uniform representation for voiced and unvoiced segments. This initial study emphasizes the importance of simple excitation models: it claims that the over-parametrization of previous models often leads to statistical learning inefficiencies and intractable tuning issues. As the noise component is not accurately modeled even in the widely used STRAIGHT vocoder [20], Degottex and his colleagues aim to improve this and present a novel noise model, which is of slightly worse quality than STRAIGHT, but it is much simpler [19].

In our earlier work, we proposed a computationally feasible residual-based vocoder [21], using a continuous F0 model [7], and MVF [8]. In this method, the voiced excitation consisting of pitch synchronous PCA residual frames is low-pass filtered while the unvoiced part is high-pass filtered according to the MVF contour as a cutoff frequency. The approach was especially successful for modeling speech sounds with mixed
excitation. In [22], we removed the post-processing step in the estimation of the MVF parameter and thus improved the modelling of unvoiced sounds within our continuous vocoder. The goal of this paper is to further improve our earlier vocoder [22] by using various time domain envelopes for advanced modeling of the noise excitation. We expect that adding such an envelope-modulated noise to the excitation component, the quality of synthesized speech will be closer to natural speech. The novelty of our paper is the unique combination of 1) PCA residual based excitation, 2) continuous F0 modeling, 3) MVF-based mixed voiced and unvoiced excitation, and 4) time-domain envelopes for shaping the high-frequency component of the excitation.

This paper is organized as follows: In Section 2, several time domain envelopes are described. Then, discussion is presented in Section 3. Objective and subjective evaluation is discussed in Section 4. Finally, Section 5 concludes the paper.

2. Methods

2.1. Baseline

The baseline system is our earlier continuous vocoder [22]. During the analysis phase, F0 is calculated on the input waveforms by the open-source implementation (https://github.com/idiap/ssp) of a simple continuous pitch tracker [7]. In regions of creaky voice and in case of unvoiced sounds or silences, this pitch tracker interpolates F0 based on a linear dynamic system and Kalman smoothing. After this step, MVF is calculated from the speech signal using the MVF_Toolkit (http://cts.fpms.ac.be/~drugman/files/ MVF.zip), resulting in the MVF parameter [8]. In the next step 24-order Mel-Generalized Cepstral analysis (MGC) [23] is performed on the speech signal with alpha=0.42 and gamma=-1/3. In all steps, 5 ms frame shift is used. The results are the F0cont, MVF and the MGC parameter streams. Finally, we perform Principal Component Analysis (PCA) on the pitch synchronous residuals in the baseline system [22].

During the synthesis phase of the baseline system, voiced excitation is composed of PCA residuals overlap-added pitch synchronously, depending on the continuous F0. After that, this voiced excitation is lowpass filtered frame by frame at the frequency given by the MVF parameter. In the frequencies higher than the actual value of MVF, white noise is used. Voiced and unvoiced excitation is added together. Finally, an MGLSA filter is used to synthesize speech from the excitation and the MGC parameter stream [24].

In the baseline system, there is a lack of voiced component in higher frequencies. However, it was shown that in natural speech, the high-frequency noise component is time-aligned with the pitch periods [11]. The proposed systems of the current paper differ from the baseline only in the synthesis phase: we test various time envelopes to shape the excitation component and aim to make it more similar to the residual of natural speech. In the next part, we show the envelopes that were used in the study. These will be used to shape the high-frequency component (above MVF) of the excitation by estimating the envelope of the PCA residual and modifying the noise component by this envelope.

2.2. Time-domain envelope estimation

This work evaluates four different methods for estimating the time envelope of the speech residual signal. The aim of this section is to present a more reliable envelope for our continuous vocoder by assessing and improving the most widely used techniques. The general workflow of the proposed method is presented in Figure 1. The steps involved in this framework are composed of three parts: analysis, statistical modeling, and synthesis. In this paper, we only deal with the analysis and synthesis phases; the statistical modeling is investigated in [25].

![Workflow of the proposed method.](image)

2.2.1. Amplitude Envelope

The amplitude envelope is usually defined as filtering the absolute value of the voiced frame \( f(n) \) by moving the average filter to the order of \( 2N + 1 \), where \( N \) is chosen to be 10 [12]. The amplitude envelope is given by

\[
A(n) = \frac{1}{2N+1} \sum_{k=-N}^{N} |f(n-k)|
\]  

(1)

Previous work showed that by down-sampling the amplitude envelope to a different number of samples will reduce the relative time square error (RTSE) [26] during parameterizing the noise components.

2.2.2. Hilbert Envelope

Another method of calculating an envelope is based on the Hilbert transform technique [27] [28], which has been used to obtain an analytical signal (complex signal). Then, the Hilbert envelope can be estimated by taking the magnitude of the analytical signal.

2.2.3. Triangular Envelope

A further time domain parametric envelope that can be easily applied to each frame signal is the triangular envelope. It was proposed in [12] by using three parameters as it assumes the triangular is symmetric. In [12], it used a polynomial curve to detect these three parameters (two inflection points and the maximum point on that curve). In the current experiments, we applied similar parameters as [12].
2.2.4. True Envelope

Another new approach, which is widely used for estimating the time domain envelope, is called the true envelope (TE). In an iterative procedure, the TE algorithm starts with estimating the cepstrum and updating it in such a way that the original spectrum signal and the current cepstral representation is maximized [29] [30]. To have an efficient real time implementation, [31] proposed a concept of a discrete cepstrum which consists of a least mean square approximation, and [32] added a regularization technique that aims to improve the smoothness of the envelope. Here, the procedures for estimating the TE is shown in Figure 2 in which the cepstrum can be calculated as the inverse Fourier transform of the log magnitude spectrum of the voiced frame. Moreover, TE with weighting factor will bring us a unique time envelope which makes the convergence more closely to the natural speech. In practice, the weight factor which was found to be the most successful is 10.

![Figure 2. Procedures for estimating the true envelope.](image)

3. Discussion

In [22] we found that although the modelling of voiced, unvoiced and mixed excitation sounds was acceptable with a continuous vocoder in HMM-based modelling, there is room for improvement in the noise component of the excitation. Degottex and Erro also argue that the noise component is not accurately modeled in modern vocoders (even in the widely used STRAIGHT vocoder) [33]. They propose a new uniform synthesizer and show that the noise component is improved compared to earlier solutions. It is claimed that the Phase Distortion Deviation (PDD) is a good measure of noisiness [33], therefore we will use this as an objective measure to compare the various versions of our vocoder. The definition of PDD can be found in [33]. Phase Distortion is claimed to be a strong correlate of the maximum-phase component of the voice source. We expect that the vocoded speech samples by the proposed systems are more close to natural speech than those of the baseline. We test this hypothesis with objective and perceptual evaluations.

4. Experimental Results

4.1. Data

Two English speakers were chosen from the CMU-ARCTIC database [34], denoted AWB (Scottish English, male) and SLT (American English, female). 100 sentences (sampled at 16 kHz) from each speaker were analyzed and synthesized with the baseline and proposed vocoders.

4.2. Objective evaluation

We compared the natural and vocoded sentences by measuring the Phase Distortion Deviation at a 5 ms frame shift using covarep/HMPD (http://covarep.github.io/covarep/). As we wanted to quantify the noisiness in the higher frequency bands only, we zeroed out the PDD values below the MVF contour.

![Figure 3. Phase Distortion Deviation of a natural and vocoded speech samples above the Maximum Voiced Frequency region](image)

Samples for the PDD of the natural and vocoded utterances are shown in Figure 3. As can be seen, the baseline vocoding sample has too much noise component compared to the natural sample (e.g. see the colors between 0.5-0.8s). On the other hand, the proposed systems with envelopes have PDD values (i.e., colors in the figure) closer to the natural speech. We also quantified the distribution of the PDD measure across all of the natural and vocoded variants of several sentences. Figure 4 shows the means of the PDD values of the two speakers grouped by the 6 variants. As can be seen, the PDD values of
The listening test samples can be found online: http://smartlab.tmit.bme.hu/interspeech2017_vocoder_envelope.

4.3. Perceptual evaluation
In this section, we discuss our results obtained with the proposed method by applying four different envelopes and assessing their quality compared to the original speech. For this purpose, the experimental setup is shown first, and then our results are evaluated.

4.3.1. Experimental protocol
As a subjective evaluation, the idea was to select the closeness between the synthesized and original speech signal that fits our goal. In order to evaluate which proposed system is closer to the natural speech, we conducted a web-based MUSHRA (Multi-Stimulus test with Hidden Reference and Anchor) listening test [35]. The advantage of MUSHRA is that it enables evaluation of multiple samples in a single trial without breaking the task into many pairwise comparisons. Our aim was to measure the perceived correlation of the ratio of the voiced and unvoiced components, therefore we compared natural sentences with the synthesized sentences from the baseline, proposed and a hidden anchor system (the latter being a vocoder with simple pulse-modulated noise excitation). From the 100 sentences used in the objective evaluation, 10 sentences were selected. Altogether, 70 utterances were included in the test (2 speakers x 7 types x 5 sentences). Before the test, listeners were asked to listen to an example from the male speaker to adjust the volume. In the test, the listeners had to rate the naturalness of each stimulus relative to the reference (which was the natural sentence), from 0 (highly unnatural) to 100 (highly natural). The utterances were presented in a randomized order (different for each participant). The listening test samples can be found online: http://smartlab.tmit.bme.hu/interspeech2017_vocoder_envelope.

Figure 5. Results of the subjective evaluation for the naturalness question. Higher value means larger naturalness. Errorbars show the bootstrapped 95% confidence intervals. The score for the reference (natural speech) is not included.

4.3.2. Listening test results
Twelve participants between the age of 28 – 74 (mean age: 38 years) mostly with engineering background were asked to conduct the online listening test. Seven of them were males and five were females. Two of them were native English speakers and none of them reported any hearing loss. On average, the test took 18 minutes to fill.

The MUSHRA scores of the listening test are presented in Figure 5. The results show that all of the systems are clearly better than the hidden anchor. However, there is no significant difference between the proposed systems using the envelopes and the baseline system. From the four envelopes in the study, the Hilbert and True reached the highest naturalness scores in the listening test. For the male speaker, the vocoder using the Hilbert envelope is slightly better than the baseline system, while this is not true for the female speaker.

5. Conclusions
This paper proposed a new approach with the aim of improving our continuous vocoder. The main idea was to further control the time structure of the high-frequency noise component by estimating a suitable time envelope. Four different envelopes (Amplitude, Hilbert, Triangular, and True) were tested from the literature [11], [12], [30].

Both objective (PDD) and subjective (MUSHRA) tests were conducted to evaluate the quality of the synthesized speech signal. Our aim was to find out which time envelope technique is the most effective in our continuous vocoder for high quality speech synthesis. From the objective experiments, which were measuring the Phase Distortion Deviation [34], it can be concluded that the Hilbert and True envelopes are the best when combined with the continuous vocoder (i.e. they are close to the natural sentences in terms of PDD). Despite the fact that these two of the proposed vocoders have a better capability for modeling the time structure of the noise component of the excitation (see e.g. the PDD measurements in Figure 3), in the listening test none of the proposed vocoders were found to be better than the baseline system. There might be two potential reasons for this: a) the weight factor for the high-frequency time envelope modulated noise excitation was not strong enough and listeners were not able to perceive this effect, b) the envelope modulated noise was strong enough, but in certain cases it made the synthesized samples too buzzy (i.e. less natural than the baseline), while other times it outperformed the baseline. Still, we feel that the unique combination of 1) PCA residual based excitation, 2) continuous F0 modeling, 3) MVF-based mixed voiced and unvoiced excitation, and 4) time-domain envelopes for shaping the high-frequency component of the excitation is an important contribution to the field of vocoding for statistical parametric speech synthesis.

As future work, we believe the results obtained in this paper will allow us to evaluate the performance of other types of vocoders. Finally, estimating the time envelope for unvoiced frames can be used as a basis of future developments for our continuous vocoder.
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