Use of Global and Acoustic Features Associated with Contextual Factors to Adapt Language Models for Spontaneous Speech Recognition
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Abstract
In this study, we propose a new method of adapting language models for speech recognition using para-linguistic and extra-linguistic features in speech. When we talk with others, we often change the way of lexical choice and speaking style according to various contextual factors. This fact indicates that the performance of automatic speech recognition can be improved by taking the contextual factors into account, which can be estimated from speech acoustics. In this study, we attempt to find global and acoustic features that are associated with those contextual factors, then integrate these features into Recurrent Neural Network (RNN) language models for speech recognition. In experiments, using Japanese spontaneous speech corpora, we examine how i-vector and openSMILE are associated with contextual factors. Then, we use those features in the reranking process of RNN-based language models. Results show that perplexity is reduced by 16% relative and word error rate is reduced by 2.1% relative for highly emotional speech.
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1. Introduction
Recently, we can find many automatic speech recognition (ASR) systems embedded into various electronic devices, but the input to these systems is often voice commands. As these devices become more prevalent, it would be more necessary for them to accept spontaneous speech. Here, we can point out various differences of speakers’ behaviors found between voice commands and spontaneous speech. In the latter, one often communicates with others by controlling not only linguistic information but also para-linguistic and even non-verbal information such as speaking styles and gestures [1]. To understand him/her, listeners identify the spoken words while interpreting para-linguistic and non-verbal information transmitted via speech and motions, which are related to age, gender, emotion, regional accent, attitude, and so on. It is certainly possible to adapt language models to those factors by treating them as discrete labels and using class-based language models [2]. With RNN language models, however, to adapt these models, we can use raw and continuous features related to these labels and also combine different types of features very flexibly [3, 4, 5].

What kind of acoustic features are associated with contextual factors? As far as the authors know, language model adaptation to contextual factors were examined only by using acoustic features related to small linguistic units such as syllable and word [5, 6], but we can claim that long-span features are highly correlated with some contextual factors when they are acoustically realized by static bias of speech features. Then in this paper, we focus on global and acoustic features associated with contextual factors and examine how they can be used for RNN language model adaptation. In experiments, we investigate i-vector and openSMILE features extracted from individual utterances and use them for language model adaptation. The resulting models are tested using highly emotional speech corpora.

2. Related works
The basic RNN language model [7] is schematically shown in Figure 1. Word \( x_{i-1} \) is converted to fixed length feature vector \( v(x_{i-1}) \in \mathbb{R}^n \), and is combined with previous hidden layer \( h_{i-1} \in \mathbb{R}^n \). The current hidden layer \( h_i \) is calculated as follows:

\[
h_i = f(W_{hh} h_{i-1} + W_{vh} v(x_{i-1}) + b_v),
\]

where \( W_{hh} \) and \( W_{vh} \in \mathbb{R}^{n \times n} \) are weight matrices, \( b_v \in \mathbb{R}^n \) is a bias vector, and \( f(\cdot) \) is called activation function like hyperbolic tangent. From \( h_i \), the following word is predicted:

\[
P(x_i) = \text{softmax}(W_x h_i + b_x),
\]

where \( W_x \in \mathbb{R}^{v \times n} \) is a weight matrix and \( b_x \in \mathbb{R}^v \) is a bias vector. \( P(x_i) \in \mathbb{R}^v \) is an output vector whose dimension \( v \) is equal to the vocabulary size. Each dimension represents the probability that its corresponding item in the vocabulary is observed after the given history. To avoid the well-known gradient vanishing problem, hidden layer prediction, denoted as Equation 1, can be replaced with Long Short-Term Memory (LSTM) [8].

As for language model adaptation based on contextual factors, we can say that there are two types of approaches of using additional features for adaptation: linguistic features and acoustic features. In the former, both local and global features were examined in [9, 10]. Here, the local features are related to morpheme [10, 11, 12] or word [9, 13] and the global features are related to sentence [14] or document [3, 10, 15]. Further, sociosituational settings were also examined for adaptation in [9].
3. Language model adaptation with global and acoustic features

3.1. Global and acoustic features

Contextual factors such as speaker identity and emotion can modify an utterance globally. For example, while the variances of $F_0$ and power become higher when a speaker speaks intensely, they become lower when he/she does indifferently [16]. In this paper, i-vector [17] and openSMILE [18] features are adopted because they are extracted globally from individual utterances and are often used to estimate speaker identity and emotion, respectively.

3.2. Integrating the features into RNN language models

As Fu [5] integrated prosodic features into RNN language models, we input i-vector and openSMILE features to both the hidden layer and the output layer of RNN language models (Figure 2). They are fed to a simple feed forward neural network:

$$d = \tanh(W_d a(S) + b_d),$$

where $a(S) \in \mathbb{R}^j$ indicates global and acoustic features extracted from raw speech signals $S$, $W_d \in \mathbb{R}^{j \times k}$ is a weight matrix, and $b_d \in \mathbb{R}^k$ is a bias vector.

As we use the LSTM structure in the recurrent part of Figure 2, each word is predicted by the following equations:

$$P(x_{i+1}|x_1, \ldots, x_i) = \text{softmax}(W_{sh}h_i + W_{sd}d + b_x),$$

$$i_t = \sigma(W_{xi}x_t + W_{hi}h_{i-1} + W_{id}d + b_i),$$

$$f_t = \sigma(W_{xf}x_t + W_{hf}h_{i-1} + W_{fd}d + b_f),$$

$$o_t = \sigma(W_{xo}x_t + W_{ho}h_{i-1} + W_{od}d + b_o),$$

$$g_t = \tanh(W_{xg}x_t + W_{hg}h_{i-1} + W_{gd}d + b_g),$$

$$c_t = f_t \odot c_{t-1} + i_t \odot g_t,$$

$$h_t = o_t \odot \tanh(c_t),$$

where $W_{xx} \in \mathbb{R}^{n \times n}$, $W_{sh} \in \mathbb{R}^{k \times n}$, and $W_{sd} \in \mathbb{R}^{k \times k}$ are weight matrices. $b_i, b_f, b_o, b_g \in \mathbb{R}^n$ are bias vectors. $\sigma(\cdot)$ and $\tanh(\cdot)$ are the element-wise sigmoid and hyperbolic tangent functions. $\odot$ multiplies arguments element-wise. The entire network of Figure 2 is trained by backpropagation through time [19].

In the following section, we examine analytically and experimentally how i-vector and openSMILE features are associated with contextual factors. After that, in Section 5, we carry out speech recognition experiments to verify the effectiveness of our proposed method.

4. Experiments on feature mapping

In this section, analytical experiments are done to examine how i-vector and openSMILE features are associated with some predefined contextual labels assigned to the utterances in the corpora that we use. For easy inspection, those features will be mapped and visualized by t-SNE [20].

![Figure 2: Recurrent Neural Network Language Model with Prosodic Features](image-url)

### Table 1: Data sets used in the mapping experiments

<table>
<thead>
<tr>
<th>type</th>
<th>#speeches</th>
<th>#words</th>
<th>length (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSJ1</td>
<td>987</td>
<td>3,411,409</td>
<td>274.4</td>
</tr>
<tr>
<td>CSJ2</td>
<td>1,715</td>
<td>3,859,488</td>
<td>329.9</td>
</tr>
<tr>
<td>CSJ3</td>
<td>58</td>
<td>156,323</td>
<td>12.2</td>
</tr>
<tr>
<td>CSJ4</td>
<td>523</td>
<td>221,948</td>
<td>21.0</td>
</tr>
<tr>
<td>CSJ5</td>
<td>19</td>
<td>303,795</td>
<td>24.1</td>
</tr>
<tr>
<td>UUDB</td>
<td>3,426</td>
<td>19,983</td>
<td>2.1</td>
</tr>
<tr>
<td>OGVC</td>
<td>7,621</td>
<td>35,931</td>
<td>13.2</td>
</tr>
</tbody>
</table>
the UBM was formed from the training part of CSJ. In addition, the "emobase" feature set were used as openSMILE features. This feature set is specially designed to recognize emotion, which is a set of 988 features obtained by taking 19 statistics for 26 low-level descriptors and their delta.

4.2. Results and discussion

The i-vectors and openSMILE features are plotted on a two-dimensional plane through t-SNE, where colors are used to indicate differences of gender and speech type. Figure 3 is gender-based visualization and Figure 4 is speech-type-based visualization, where seven different types of speeches (five types in CSJ, UUDB, and OJVC) are represented by seven colors.

As for differences between i-vectors and openSMILE features, while feature distribution is very continuous in openSMILE features both in Figure 3 and Figure 4, a certain amount of data are plotted in a scattered way in i-vectors. It is found that most of the scattered plots correspond to short utterances in UUDB and OGVG, which contain a few words. In this case, an utterance contains only a small number of phonemes and, since insufficient data are available for MAP adaptation, the resulting GMM supervector will have different properties from one another.

5. Experiments on speech recognition

To evaluate the effect of integrating global and acoustic features into RNN language models, we carried out an ASR experiment using Japanese spontaneous corpora. The performances of RNN language models were evaluated by both adjusted perplexity (APP) [25] and word error rate (WER). APP is designed to reduce probabilities of unknown words by using a penalty term. APP for word sequence \( X = \{x_1, \ldots, x_N\} \) is given by

\[
APP(X) = \left( \prod_{i=1}^{N} \frac{1}{p(x_i|x_1, \ldots, x_{i-1})} \right)^{\frac{1}{n_u}} m_{unk}^{\frac{1}{n_u}}, \quad (11)
\]

where \( m_{unk} \) is the number of kinds of unknown words, and \( n_{unk} \) is the number of observed unknown words.

5.1. Experimental settings

The same Japanese corpora that were used in Section 4 were used again in this experiment. The baseline ASR system was constructed by following the KALDI CSJ recipe. It can generate N-best hypotheses for an input utterance by using the KALDI CSJ default language models, which are trigram models. Our proposed language model was evaluated in reranking the hypotheses as postprocessing. Here, we used three CSJ standard evaluation sets as testing utterances, where each set consisted of ten speeches. In addition, after dividing each of UUDB and OGVG into training and testing parts with no speaker overlap, their testing parts were also used to evaluate our model. The speech corpora used here are summerized in Table 2 and the testing sets of CSJ are denoted as eval1, eval2, and eval3.

Before experiments, we modified the transcriptions provided by UUDB and OGVG. In these transcriptions, vocal behaviors of breath, cough, laugh, and sigh were annotated using special symbols. We converted them into tokens by using a text analyzer Mecab [26] and the new tokens were also registered into the pronunciation lexicon used in our ASR system. The size of the resulting word vocabulary (\( v \)) became 65,751, and out-of-vocabulary words were replaced by `unk`.

In Equations (4) to (10) of our RNN language model, the dimensionality of word embedding and hidden layer and that of global and acoustic features (i-vector or openSMILE) are denoted as \( n \) and \( k \), respectively. Here, \( k \) is the dimensionality after network-based dimension reduction. In the experiments,
Table 3: Adjusted perplexities in test data sets

<table>
<thead>
<tr>
<th>model</th>
<th>eval1</th>
<th>eval2</th>
<th>eval3</th>
<th>UUDB</th>
<th>OGVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-gram</td>
<td>78.8</td>
<td>83.1</td>
<td>90.8</td>
<td>289.9</td>
<td>647.5</td>
</tr>
<tr>
<td>LSTM-RNN</td>
<td>57.5</td>
<td>62.6</td>
<td>58.7</td>
<td>177.8</td>
<td>345.5</td>
</tr>
<tr>
<td>+i-vector</td>
<td>57.2</td>
<td>61.2</td>
<td>57.4</td>
<td>165.6</td>
<td>333.1</td>
</tr>
<tr>
<td>+openSMILE</td>
<td>57.3</td>
<td>63.2</td>
<td>62.1</td>
<td>149.6</td>
<td>289.8</td>
</tr>
</tbody>
</table>

Table 4: WERs (%) in test data sets

<table>
<thead>
<tr>
<th>model</th>
<th>eval1</th>
<th>eval2</th>
<th>eval3</th>
<th>UUDB</th>
<th>OGVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3-gram)</td>
<td>10.80</td>
<td>8.64</td>
<td>9.03</td>
<td>41.29</td>
<td>46.92</td>
</tr>
<tr>
<td>LSTM-RNN</td>
<td><strong>10.28</strong></td>
<td>8.27</td>
<td>8.73</td>
<td>42.08</td>
<td>46.87</td>
</tr>
<tr>
<td>+i-vector</td>
<td>10.29</td>
<td>8.27</td>
<td>8.74</td>
<td>41.62</td>
<td><strong>46.68</strong></td>
</tr>
<tr>
<td>+openSMILE</td>
<td>10.32</td>
<td>8.25</td>
<td>8.77</td>
<td><strong>41.18</strong></td>
<td>47.00</td>
</tr>
</tbody>
</table>

$n$ and $k$ were 200 and 10.

In RNN training, the cross-entropy error was backpropagated through stochastic gradient descent, where the length of word history was 35. The learning rate was scheduled by ADAM [27]. Parameters of the RNN were randomly initialized over a uniform distribution of $[-0.1, 0.1]$. For regularization, we used dropout [28] with probability 0.5 and mini-batch training with batch size 64. The norm of the gradients was constrained to be less than or equal to 5, so that if the $L_2$ norm of the gradient exceeds 5 then it will be set to 5 before updating.

Our RNN language models were incorporated into the ASR process by rescoring the 100-best hypotheses, which were generated from the lattices of the baseline ASR system. To compute the final score for each hypothesis, two scores, a trigram score and a RNN score, are interpolated. Optimization of the interpolation rate was done by selecting the best rate from 0.25, 0.5, and 0.75, which can maximize the recognition accuracy of a development set (See Table 2).

5.2. Results and discussion

The adjusted perplexity scores of four models of KALDI CSJ trigram, LSTM-RNN, LSTM-RNN with i-vector, and LSTM-RNN with openSMILE are shown in Table 3. By comparing the APP of LSTM-RNN and that of its enhanced version with i-vectors, we can observe 1-2% improvements for CSJ evaluation sets and 4-7% improvements for emotional test data.

On the other hand, adaptation with openSMILE features lead to a slight negative effect on CSJ evaluation set, nevertheless, they improve APP for emotional test data remarkably by 16%. Differences of improvement between formal speech and emotional speech are attributed to domain mismatch between training and testing. As shown in 2, less than 5% of the training data are emotional and effectiveness of adaptation is easily found in UUDB and OGVC.

We can show an example of perplexity reduction. The APP of a test utterance in OGVC: `<laugh>これはやばいって(This must kill you.) </laugh>” decreases from 37.9 to 30.5 with openSMILE features integrated into LSTM-RNN. In this utterance, two verbal expressions are extremely characteristic in terms of their acoustic and para-linguistic salience. They are `<laugh>` and `<yabai>`. Especially the latter one is found often in utterances of the younger generation with much excitement.

The WERs for four language models tested are shown in Table 4. The four models are the baseline trigram, LSTM-RNN, and their adapted models with global and acoustic features. We can observe effectiveness of RNN rescoring for all the CSJ evaluation data sets, where almost no domain mismatch exists between training and testing. With i-vectors or openSMILE features, however, additional improvements are difficult to find.

As for emotional speech, there are 2-1% improvement for UUDB test data with openSMILE features and 0.4% improvement for OGVC test data with i-vector features. The magnitude of WER reduction is smaller than that of APP reduction, which is often reported in [5, 6]. Compared to those previous studies, our testing utterances were by far more emotional and the recognition accuracy of the baseline ASR system is much lower. This means that the quality of N-best hypotheses has to be degraded in our experiments, which reduces usability of rescoring.

6. Summary

In this paper, we proposed to integrate global and acoustic features into RNN language models for spontaneous speech recognition. From the results in Section 4, we can claim that both i-vector and openSMILE features include information on speaker gender and speech type. Further, openSMILE features are distributed in a continuous way, but i-vectors are distributed in a scattered way when their length is short. The ASR experiments in Section 5 reveal that i-vector and openSMILE features are very effective to reduce APP; but their effectiveness on ASR is limited in the current experimental setting. Here, the baseline acoustic models were built using the same training data of CSJ, UUDB, and OGVC that were used for the baseline language models. Since emotional utterances are very rare, the quality of the N-best hypotheses was unsatisfactory for reranking.

For future work, we will re-examine our proposed method of language model adaptation with adapted acoustic models, which are highly expected to give us more accurate N-best hypotheses. Also we are interested in using other emotional corpora which give us lower WER and conducting analytical investigations on what kind of different contributions are found for WER reduction between i-vector and openSMILE features. Further, we will optimize the network structure for language models and combine both local and global features extracted acoustically and linguistically for adaptation.
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