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Abstract

Decomposing speech signals into periodic and aperiodic components is an important task, finding applications in speech synthesis, coding, denoising, etc. In this paper, we construct a time-frequency coherence function to analyze spectro-temporal signatures of speech signals for distinguishing between deterministic and stochastic components of speech. The narrowband speech spectrogram is segmented into patches, which are represented as 2-D cosine carriers modulated in amplitude and frequency. Separation of carrier and amplitude/frequency modulations is achieved by 2-D demodulation using Riesz transform, which is the 2-D extension of Hilbert transform. The demodulated AM component reflects contributions of the vocal tract to spectrogram. The frequency modulated carrier (FM-carrier) signal exhibits properties of the excitation. The time-frequency coherence is defined with respect to FM-carrier and a coherence map is constructed, in which highly coherent regions represent nearly periodic and deterministic components of speech, whereas the incoherent regions correspond to unstructured components. The coherence map shows a clear distinction between deterministic and stochastic components in speech characterized by jitter, shimmer, lip radiation, type of excitation, etc. Binary masks prepared from the time-frequency coherence function are used for periodic-aperiodic decomposition of speech. Experimental results are presented to validate the efficiency of the proposed method.

Index Terms: Spectro-temporal patterns, Riesz transform, Hilbert transform, 2-D demodulation, Carrier spectrogram, Coherence function.

1. Introduction

Speech signal is a composite signal containing information related to linguistic content, speaker identity, speaker characteristics such as gender, age and height, emotional and health state of the speaker, etc. The periodicity characteristics of speech signals play a vital role in conveying these information and providing naturalness to human speech. The requirement to characterize the periodicity properties arises in speech synthesis, speech coding, voice analysis and musical acoustics [1]. Analyzing spectro-temporal characteristics is extremely important in inferring valuable cues regarding periodicity of speech signals.

Typically, one-dimensional (1-D) processing is employed for studying speech in frequency and time domains using short-time Fourier transform (STFT) analysis and amplitude modulation-frequency modulation (AM-FM) analysis, respectively [2,3]. In STFT analysis, one relies on the short-time stationarity of the speech signal and segments it into short timeframes to study local spectral characteristics [2]. On the other hand, AM-FM analysis represents speech as a collection of resonances modulated in their amplitudes and frequencies, and decomposes it into AM and FM parts to study temporal characteristics [3,4]. These methodologies study either time or frequency domain characteristics of speech. However, studying the time and frequency domain properties together will yield deeper insights into the spectro-temporal characteristics of speech.

Analyzing spectro-temporal receptive fields (STRF) using speech spectrograms is important for understanding auditory cortical processing [5] and the STRFs were successfully used for denoising, detection, recognition and perceptual studies of speech signals [6–8]. The conventional AM-FM analysis was extended to multiband demodulation analysis (MDA) of speech signals to study spectro-temporal patterns for formant tracking [9]. Spectro-temporal patterns were studied by considering STFT coefficients from adjacent frames of speech as a multidimensional time series, and modeling using a generalized autoregressive conditional heteroskedasticity (GARCH) process [10]. The group-delay function was employed to enhance spectral resolution to finely capture spectro-temporal patterns in speech signals [11]. Feature extraction was performed by merging 1-D spectral and temporal features to a joint spectro-temporal representation for speech, speaker and emotion recognitions [12–14]. All these methods study the spectro-temporal patterns in speech by using 1-D processing.

The two-dimensional (2-D) analysis of speech signals has been carried out on narrowband (NB) spectrograms to study the time-frequency (t-f) characteristics. A 2-D Gabor filter analysis of small patches in NB spectrograms was employed to analyze harmonicity, formant trajectories and nonstationarity of speech signals [15]. Feature extraction was performed from Gabor filtered NB spectrogram patches for speech recognition and enhancement [16–18]. The idea of grating compression transform (GCT), which is the 2-D Fourier transform applied to small patches of NB spectrogram, was employed in 2-D sinusoidal modeling of speech. The GCT reveals the dominant frequency component in spectrogram patches, which is chosen as the fundamental frequency of harmonically related 2-D sinusoidal components for modeling speech signals [19].

In this paper, we present an extensive analysis of speech signals in 2-D t-f domain with the specific intent of studying deterministic and stochastic parts. Small patches in NB spectrograms of speech are represented as 2-D cosine carriers with AM and FM, which are demodulated using the Riesz transform [20]. The accuracy of Riesz demodulation in estimating the AM and FM components is more than that of Gabor filter analysis and 2-D sinusoidal modeling [20]. In order to study the types of
speech sounds, which are mostly characterized by the nature of excitation, the demodulated 2-D FM component is thoroughly analyzed. The FM-carrier structure is observed to be coherent in regions where the speech is nearly deterministic and noncoherent where speech is stochastic. Based on these observations, a t-f coherence map is constructed from FM-carrier spectrogram and is utilized for periodic-aperiodic decomposition (PAPD).

The rest of the paper is organized as follows. In Section 2, we review the 2-D demodulation of spectrogram patches using Riesz transform. The study of FM-carrier to generate the t-f coherence map is explained in Section 3. The application of coherence map to PAPD of speech signals is presented in Section 4. In Section 5, we summarize the key contributions of this paper in formulating a coherence measure for speech analysis.

2. Riesz demodulation of NB spectrogram

Based on the source-filter model of speech production, the speech signal can be represented as a convolution of the impulse response of vocal tract system (VTS) and the excitation source signal. Equivalently, the magnitude spectrum of speech signals comprises pitch harmonics with frequency modulations due to excitation source, superposed with the VTS response modulating the spectral envelope. Hence, the t-f patterns in speech spectrograms are generally the long-term pitch harmonics with formant trajectories superimposed on them. Invoking the short-time stationarity of the speech signal, a small patch of NB spectrogram can be approximated as a 2-D AM-FM model [20] as

\[ S_W(\omega) \approx V(\omega)\left[\alpha_0 + \alpha_1 \cos \hat{\Phi}(\omega)\right], \]

where the 2-D vector \( \omega \) is constituted by indices in time and frequency as \( \omega = (t, \omega) \). The functions \( S_W(t, \omega) = \alpha_0 V(\omega) \) and \( S_W(\omega) = \alpha_1 V(\omega) \cos \hat{\Phi}(\omega) \) are the lowpass and bandpass components of \( S_W(\omega) \), respectively. The functions \( V(\omega) \) and \( \hat{\Phi}(\omega) \) are the AM and FM components modulating the 2-D cosine carrier signal, where \( V(\omega) \) is mostly contributed by the excitation source [20]. We have to perform the 2-D demodulation of \( S_W(\omega) \) in order to obtain \( \hat{V}(\omega) \) and \( \hat{\Phi}(\omega) \). Since both these components are present in the bandpass component \( S_W(\omega) \), we design a bandpass filter to capture this component and demodulate it.

The GCT reveals the dominant frequency present in spectrogram patches [19], which represent the carrier frequency. Thus, GCT is employed to identify the center frequency of the bandpass filter and the bandpass component \( S_W(\omega) \) is filtered out from the spectrogram patch. For 2-D AM-FM demodulation, we employ an extension of the 1-D Hilbert transform demodulation [21]. The Riesz transform is the 2-D isotropic extension of the Hilbert transform and is capable of providing the quadrature component of a 2-D sinusoid [22]. The complex Riesz transform response is given by [20]:

\[ \hat{h}(\Omega) = \hat{h}_I(\Omega) + j \hat{h}_Q(\Omega) = -\frac{j\Omega_t + \Omega_w}{||\Omega||} \]

where \( \Omega = (\Omega_t, \Omega_w) \) represents the frequencies along time and frequency axes of the spectrogram, and \( \hat{h}_I(\Omega) \) and \( \hat{h}_Q(\Omega) \) are the impulse responses of filters associated with Riesz transform along time and frequency axes, respectively. The Riesz transform for the bandpass component \( V(\omega) \cos \hat{\Phi}(\omega) \) is its quadrature component \( V(\omega)\sin \hat{\Phi}(\omega) \), using which we construct a 2-D complex signal \( \hat{Z}(\omega) = V(\omega)e^{j\hat{\Phi}(\omega)} \). Now the 2-D AM and FM components are deduced as the magnitude and phase of the complex signal [21], given by

\[ \hat{V}(\omega) = \sqrt{\hat{\mathcal{R}}[\hat{Z}(\omega)]^2 + \hat{\mathcal{I}}[\hat{Z}(\omega)]^2} \]

and

\[ \hat{\Phi}(\omega) = \tan^{-1}\left\{ \frac{\hat{\mathcal{I}}[\hat{Z}(\omega)]}{\hat{\mathcal{R}}[\hat{Z}(\omega)]} \right\} \]

respectively, where \( \hat{\mathcal{R}}(\cdot) \) and \( \hat{\mathcal{I}}(\cdot) \) denote the real and imaginary parts, respectively, of the complex argument. Thus, a patch-wise 2-D demodulation of NB spectrogram of speech signals is realized.

Figure 1 illustrates the effectiveness of the 2-D Riesz demodulation of NB spectrograms. The AM spectrogram and carrier spectrogram constructed from the AM components and FM-carriers \( \cos \hat{\Phi}(\omega) \) of overlapping patches of speech spectrogram, are shown in Figure 1(b) and Figure 1(c), respectively. The AM spectrogram demonstrates the presence of formant tracks indicating the VTS response, and the carrier spectrogram exhibits pitch harmonics due to the excitation source. Thus, the NB spectrogram of speech signal is demodulated and the contributions due to VTS and excitation are decoupled.

3. Time-frequency coherence

The carrier spectrogram is further investigated to study different components of speech sounds, which are mainly characterized by the nature of excitation. A 2-D cosine signal is rep-
sented by its amplitude, frequency, and orientation. Likewise, the FM-carrier is represented by its unit amplitude, FM component $\Phi(\omega)$ and local orientation $\beta(\omega)$. The direction in which FM carriers of spectrogram patches are oriented can be better represented by the structure tensor matrix, which indicates the dominant direction of gradient of carrier within a small neighborhood of points. The structure tensor matrix is given by [20]

$$J(\omega) = \begin{bmatrix} \psi(\omega) * S_{W,T}(\omega) & \psi(\omega) * S_{W,U}(\omega) S_{W,T}(\omega) \\ \psi(\omega) * S_{W,U}(\omega) S_{W,T}(\omega) & \psi(\omega) * S_{W,U}^2(\omega) \end{bmatrix}$$

(4)

The $S_{W,T}(\omega)$ and $S_{W,U}(\omega)$ are the Riesz transform components of $S_{W,U}(\omega)$ along the time and frequency axes, respectively. The localizing function $\psi(\omega)$ represents a small neighborhood of the t-f point under consideration [20]. The structure tensor $J(\omega)$ indicates the definitive structure of spectrogram. Based on the structure tensor, we define the coherence of a t-f patch of the carrier spectrogram as [22]

$$\chi(\omega) = \frac{\lambda_{\text{max}}(\omega) - \lambda_{\text{min}}(\omega)}{\lambda_{\text{max}}(\omega) + \lambda_{\text{min}}(\omega)}^2,$$

(5)

where $\lambda_{\text{max}}(\omega)$ and $\lambda_{\text{min}}(\omega)$ are the maximum and minimum eigenvalues, respectively, of $J(\omega)$. The concept of coherence was utilized to define inter- and intra- spectral and temporal relations in the analysis of wide-sense stationary random processes [23–27]. Here, we present the 2-D t-f coherence using Riesz demodulation of speech spectrograms.

When the underlying FM-carrier has a consistent structure or a preferred orientation, the value of coherence is high and vice versa. The coherence $\chi(\omega)$ computed from small patches of the carrier spectrogram are overlap-added to form the coherence map, as shown in Figure 1(d). In this paper, we propose to utilize the t-f coherence map to distinguish between speech sounds primarily characterized by the excitation.

The voiced excitation is generated by quasi-periodic vibrations of vocal folds, and it holds considerable energy. The unvoiced excitation resembles random noise, generated by constrained air flow through open vocal folds and supraglottal acoustic noise sources [2]. The speech sounds produced by these two types of excitation can be distinguished by the coherence map. The unvoiced excitation (noise-like) fails to induce any definitive pattern in speech spectrogram. Hence, the resultant carrier spectrogram exhibits an inconsistent t-f pattern, as can be seen from Figure 1(c) between 1.7 s to 1.8 s and 2.1 s to 2.3 s. Consequently, the coherence map possesses relatively low values. However, it is observed that certain high frequency regions of unvoiced speech exhibit nearly consistent carrier patterns, which are different from that of pitch harmonics.

The voiced excitation is quasi-periodic and contributes to pitch harmonics in the speech spectrogram. Thus, the carrier spectrogram exhibits harmonically related pitch partials, resulting in a consistent structure. In other words, the carrier structure corresponding to voiced speech is highly coherent. Consequently, the coherence map exhibits high values (see t-f region 1.4 s to 1.6 s and 1.9 s to 2.1 s in Figure 1(d)). However, the voiced excitation is only quasi-periodic. The effects of jitter and shimmer cause aperiodicity in voiced excitation. The jitter represents perturbations in periodicity among laryngeal cycles, while shimmer reflects variations among epochal amplitudes across laryngeal cycles [2]. Together, they cause aperiodicity in excitation signal and disrupts the harmonic structure of pitch partials. This disrupts the coherent structure in carrier spectrogram, which are effectively captured by the coherence map (see t-f region 2.4 s to 2.6 s and 1.5 kHz and 3.5 kHz in Figure 1(d)).

Thus, the stochastic components of speech are constituted by unvoiced sounds and aperiodic portions of voiced sounds. The deterministic components of speech are constituted by periodic portions of voiced sounds contributing to the pitch harmonics. The coherence map captures information distinguishing deterministic and stochastic components of speech signal.

### 4. Periodic-aperiodic decomposition

The problem of PAPD of speech signals is important to speech analysis, synthesis, speech coding, voice analysis and study of musical acoustics [1, 28]. As coherence map developed in this work exhibits information regarding aperiodicity in speech sounds, we construct a binary mask based on coherence for PAPD. Adaptive thresholding of the coherence map is performed for creating the binary mask.

The subband coherence map within 0 Hz and 500 Hz is considered to separate voiced and unvoiced sounds. The lower subband of coherence map is chosen for this study, as the carrier spectrogram portrays nearly persistent structures in certain higher bands of unvoiced speech leading to wrong voicing decisions. The mean value of subband coherence across all short-time frames is chosen as the threshold. All frames with their mean coherence value greater than this threshold are pronounced as voiced frames.

For characterizing aperiodicity within voiced speech, the entire frequency range of coherence map is considered. The histogram of coherence map is generated to determine the number of t-f points having different ranges of coherence values. The adaptive threshold for PAPD is chosen as the coherence value corresponding to the histogram bin, which has as many number of t-f points as a scale factor of that in the last histogram bin. All t-f points having a coherence value higher than the threshold are chosen as parts of the periodic component. The final binary mask for PAPD is prepared by combining the voicing decisions and periodicity decisions within voiced frames of speech. The binary mask has the value of 1 for the t-f regions corresponding to periodic component and a value of 0 for the regions corresponding to aperiodic component, as shown in Figure 1(e).

To illustrate the effectiveness of the binary mask prepared from coherence map in realizing PAPD, we perform synthetic experiments. The synthetic speech signal is generated using a formant synthesizer excited with a periodic glottal pulse train following Liljencrants-Fant (LF) model [29], together with pitch-synchronously added noise bursts [1, 30]. The noise burst added is a colored noise in the high frequency range, to simulate the effects of jitter, shimmer and lip radiation, which generally affect the high-frequency spectrum of speech signals [2]. The synthetic speech allows reasonable control over its parameters and also provides ground truth for evaluation, which is not the case with real speech. A synthetic speech signal and its periodic and aperiodic components are shown in Figure 2. For 2-D demodulation of synthetic speech, its NB spectrogram is computed and demodulated using the Riesz transform. The resultant carrier spectrogram and coherence map are shown in Figures 3(b) and 3(c), respectively. The coherence map is adaptively thresholded to construct a binary mask for PAPD, which is given in Figure 3(d).

The periodic and aperiodic components are generated by synthesizing the modified spectrograms, obtained by applying the binary mask and its complement on the original speech spectrogram. The estimated and synthetic periodic and aperiodic
components closely match with each other (See Figure 2), illustrating the effectiveness of the coherence map in PAPD. The higher range of values in the synthetic speech spectrogram between 2.5 kHz and 3.5 kHz in Figure 3(a) indicate the presence of high frequency colored noise bursts, inducing disruptions in carrier structure as shown in Figure 3(b), which are captured by the coherence map shown in Figure 3(c). The resultant binary mask given in Figure 3(d) portrays the aperiodicity due to noise bursts, indicating the efficacy of Riesz analysis in PAPD.

For quantitative evaluation of the proposed PAPD methodology, we perform experiments by varying parameters of synthetic speech signals of 1 s duration. The fundamental frequency $F_0$ and the ratio of duration of noise burst to that of the laryngeal cycle, termed as burst duration ratio (BDR), are varied. Also, different types of noises were added as noise bursts to generate synthetic speech. The performance of the proposed PAPD method is compared with the iterative algorithm reported in [30]. The performance evaluation is done in terms of harmonic-to-noise ratio (HNR), which is the power ratio of distinct separation between periodic and aperiodic components of speech. Notice that the proposed algorithm efficiently delivers the PAPD of signals having aperiodicities contributed by different types of noise sources and not just the ones that are clearly separated in the t-f plane.

![Figure 2: PAPD of a synthetic signal. (a) Synthetic signal, (b) Synthetic periodic component, (c) Estimated periodic component, (d) Synthetic aperiodic component, and (e) Estimated aperiodic component.](image1)

![Figure 3: PAPD of a synthetic signal. (a) Spectrogram, (b) Carrier spectrogram, (c) Coherence map, and (d) Binary mask.](image2)

<table>
<thead>
<tr>
<th>Synthetic speech parameters</th>
<th>Estimated HNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_0$ (Hz)</td>
<td>BDR (%)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>120</td>
<td>30</td>
</tr>
<tr>
<td>120</td>
<td>60</td>
</tr>
<tr>
<td>120</td>
<td>100</td>
</tr>
<tr>
<td>200</td>
<td>30</td>
</tr>
<tr>
<td>200</td>
<td>60</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, speech signals were analyzed in 2-D time-frequency domain to segregate periodic and aperiodic components in speech. The NB spectrogram of speech signals was segmented into small patches and demodulated using Riesz transform. The demodulated FM-carrier illustrated properties of the excitation source and the coherence of the carrier structure was computed to build a time-frequency coherence map. Distinct separation between periodic and aperiodic components of speech was exhibited by the coherence map, which was explored to prepare binary masks for periodic-aperiodic decomposition of speech signals. The performance of the proposed strategy was evaluated using synthetic experiments, as ground truth is not available in case of natural speech. The experimental results verified the effectiveness of the coherence map in periodic-aperiodic decomposition, which is advantageous to several applications including, but not limited to, speech event detection, speech synthesis, denoising, and computational auditory scene analysis.
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