Attention-based LSTM with Multi-task Learning for Distant Speech Recognition
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Abstract

Distant speech recognition is a highly challenging task due to background noise, reverberation, and speech overlap. Recently, there has been an increasing focus on attention mechanism. In this paper, we explore the attention mechanism embedded within the long short-term memory (LSTM) based acoustic model for large vocabulary distant speech recognition, trained using speech recorded from a single distant microphone (SDM) and multiple distant microphones (MDM). Furthermore, multi-task learning architecture is incorporated to improve robustness in which the network is trained to perform both a primary senone classification task and a secondary feature enhancement task. Experiments were conducted on the AMI meeting corpus. On average our model achieved 3.3\% and 5.0\% relative improvements in word error rate (WER) over the LSTM baseline model in the SDM and MDM cases, respectively. In addition, the model provided between a 2-4\% absolute WER reduction compared to a conventional pipeline of independent processing stage on the MDM task.

Index Terms: distant speech recognition, long short-term memory, attention, multi-task learning

1. Introduction

Deep neural networks (DNNs) acoustic models \cite{1, 2, 3} have driven tremendous improvements in large vocabulary continuous speech recognition in recent years. Further improvements are achieved by using more advanced models such as convolutional neural networks (CNNs) \cite{4} and long short-term memory based recurrent neural networks (LSTM RNNs) \cite{5}. Although these new techniques decrease the word error rate (WER) on distant speech recognition, performance in distant talking scenarios is still far behind their close-talking equivalents \cite{6}. Distant speech recognition remains a challenging task owing to background noise, reverberation, and speech overlap.

Distant speech recognition systems are usually configured to record audio data using a single distant microphone (SDM) or multiple distant microphones (MDM). It has been shown that the MDM system performs better than the SDM counterpart in terms of accuracy since it considers the additional spatial information. Many distant speech recognition systems have adopted a two-part architecture where signal processing techniques are applied to enhance the speech before being further processed by conventional acoustic modeling approaches \cite{7}. Since the signal processing part is usually distinct from the speech recognition part, it fails to optimize towards the final objective (speech recognition accuracy), which leads to a suboptimal solution \cite{8}.

To obtain an optimal performance, joint training of speech enhancement and acoustic model were proposed to improve distant speech recognition accuracy \cite{9, 10, 11, 12}. These approaches, however, has high computational complexity due to a complex network for beamforming. Some studies \cite{13, 14, 15} have shown that the neural networks can learn discriminative representations of acoustic features from the simple concatenation of raw feature vectors. However, \cite{5} proposed a deep CNNs acoustic model which introduced location-based attention by weighting the contribution from each frame according to their distance to the current frame. Kim et al. applied similar idea to distant speech recognition with multiple microphones where a neural attention network is adopted to combine temporal and spatial information of audio to predict acoustic states without explicit preprocessing for speech enhancement \cite{16}. It is shown that the attention mechanism could automatically tune its attention to a more reliable input source, which brings a improvement in accuracy. However, the architecture proposed in \cite{16} is limited to a small dataset which is CHiME-3 task with only 3 hours real data and 15 hours simulated data and does not work well on a larger dataset in our experiments, such as AMI meeting corpus \cite{17}.

In this paper, we propose a novel ALSTM-MTL model for distant speech recognition. Attention mechanism across time is embedded to capture the temporal information at input layer. And multi-task learning (MTL) architecture is incorporated to improve robustness, where the network learns to classify the observations into senones and performs feature enhancement at the same time. Consistent reductions in WER were obtained by using MTL in both the SDM and the MDM case. The proposed architecture has better scalability on large dataset when compared with work \cite{16}. Experiments show that our proposed architecture achieves a 3.3\% relative improvement in word error rate over the LSTM baseline model in the SDM case. In the experiments with multiple microphones, our model provided significant improvements over the beamforming baseline on the overlapping speech recognition task. It indicates that using raw multiple channel input features in place of beamformed signal makes acoustic model learn better representations which take into account some factor such as speech overlap. On the whole, we achieved a 5.0\% relative improvement in WER over the LSTM baseline model trained on the raw multiple inputs in the MDM case.

The rest of this paper is organized as follows. Section 2 briefly introduces LSTM acoustic model which is used as baseline in our experiments. Section 3 describes our proposed model. The experimental setup is discussed in Section 4. Section 5 and Section 6 present the results and conclusions, respectively.
2. LSTM-HMM hybrids for speech recognition

In a neural network-hidden Markov model (HMM) hybrid system, the neural network is trained to classify input features into classes corresponding to HMM states. After training, the output of the neural network is an estimate of the posterior probability. With the development of deep learning, more complex neural networks have been proposed. Dramatic improvements in acoustic modeling are achieved by LSTM due to its ability to handle long-term dependencies. Therefore, the baseline speech recognition system in our experiment uses LSTM based acoustic model. Several variants of the LSTM architecture for RNNs have been proposed. The LSTM architecture used in our work is described here briefly.

The LSTM contains memory blocks in the recurrent hidden layer, and each block has memory cells with three gates to control the flow of information. In addition, peephole connections from its internal cells to the gates in the same cell are contained to learn precise timing of the outputs. The connections from its internal cells to the gates in the same cell are to control the flow of information. In addition, peephole connections.

The LSTM architecture used in our work has been proposed. The LSTM architecture used in our work is described here briefly.

The LSTM contains memory blocks in the recurrent hidden layer, and each block has memory cells with three gates to control the flow of information. In addition, peephole connections from its internal cells to the gates in the same cell are contained to learn precise timing of the outputs. The connections from its internal cells to the gates in the same cell are to control the flow of information. In addition, peephole connections.

The proposed attention-based LSTM model with multi-task learning (ALSTM-MTL) is depicted in Figure 1. The attention mechanism and multi-task learning architecture used are described, respectively.

3.1. Attention-based LSTM

Attention mechanism is a mechanism that the model iteratively processes its input by selecting relevant content at every time step, rather than a specific model implementation. The input of traditional neural network acoustic model \(x_t\) at time \(t\) is formed from a contextual window of \(L\) frames, which results in that the temporal information within \(L\) frames is ignored. However, the contribution from each frame at the input layer to the state prediction should be different. In this paper, attention mechanism across time is embedded to learn to focus more attention to more relevant frames at each time step. Therefore, the temporal information at input layer is captured by the attention mechanism.

As is shown in Figure 1, the weighted representation \(\hat{x}_t\), which is the input of traditional LSTM acoustic model to estimate the probability of context-dependent HMM state \(p(s|x_t)\), is generated by scaling input \(x_t\) with attention weights \(\alpha_t\). And the attention weights \(\alpha_t\) enable the LSTM model to focus its attention to the input frames at each time step. The attention-based LSTM model in this work can be described by the following equations:

\[
e_t = \text{Attend}(x_t, s_{t-1}, \alpha_{t-1})
\]

\[
\alpha_t = \frac{\exp(e_t)}{\sum_{l=1}^{L} \exp(e_{tl})}
\]

\[
\hat{x}_{tl} = \alpha_{tl}x_{tl}
\]

\[
p(s|x_t) = LSTM(\hat{x}_t)
\]

Figure 1: Attention-based LSTM model with multi-task learning.
3.2. Joint training with multi-task learning

For speech recognition task, typical neural network acoustic model is trained by optimizing one criterion, such as cross-entropy (CE), state minimum Bayes risk (sMBR) and maximum mutual information (MMI). However, neural network model in multi-task learning framework jointly optimize more than one criterion. For example, [18] proposed to train acoustic models that jointly predict context-dependent and monophone targets. In [19], multilingual systems were trained to optimize for several languages simultaneously. Multi-task learning architecture aims at improving the generalization performance of a learning task by jointly learning multiple related tasks together. The model in MTL architecture is able to transfer knowledge to others by sharing some internal representations.

Noise robustness is always one of the critical issues for speech recognition task. Joint training of feature mapping and acoustic model was proposed in [20] for robust speech recognition. The feature mapping network was used to map the input noisy features to the desired clean acoustic features. In the distant talking scenarios, the speech signal is susceptible to distortion from noise. Thus, feature enhancement is used as the secondary task to improve the performance of acoustic model in the MTL architecture.

There are two outputs in the network, one recognition output which predicts context-dependent states and a second denoising output which reconstructs 40-dimensional filter-bank features derived from the close-talk speech. The denoising output is only used during training stage to regularize the model parameters and the associated layers are discarded during decoding. The MTL module is composed of one fully connected DNN layer followed by a linear output layer, as shown in Figure 1.

In the recognition task, a discriminative model is learned to classify sensons by optimizing the CE criterion. Instead, the denoising model is optimized by minimizing the mean squared error (MSE) between the DNN outputs ŷt and the referenced close-talk features yt. During training, the gradients back propagated from the two outputs are weighted by β and 1 − β for the recognition and denoising task respectively. The model parameters of the entire architecture are jointly learned to optimize the interpolated objective function

\[
E = \beta \sum_t p(s|x_t) + (1 - \beta) \sum_t (y_t - \hat{y}_t)^2
\]

where the weight parameter β determines how much importance the secondary task should get.

4. Experimental Setup

We evaluated our models on the AMI corpus which contains around 100 hours of meetings recorded in specifically instrumented meeting room at three sites in Europe. Acoustic signal is captured by multiple microphones including individual head microphones, lapel microphones, and one or more microphone arrays. Each recording site uses a primary 8-microphone uniform circular array of 10cm radius. In this work the primary microphone array data is used, which is referred to as SDM in the following. Experiments with SDM make use of first microphone of the primary array. And the simultaneously recorded individual headset microphone (IHM, close-talk) data is used to be the second output in the multi-task learning module. Our models are trained and tested using the split recommended in the corpus release: a training set of 80 hours, a development set and a evaluation set each of 9 hours. The overlapping speech segments were not excluded during training.

In this work, we exploited Kaldi [21] for building speech recognition systems. The HMM-GMM system, which is used for generating the alignments to train the neural network, is as described in [6]. In the experiments, we used alignments from IHM data, since training acoustic models with alignments generated from the parallel close-talk microphone data provides significant improvements [22]. The LSTM baseline has 3 hidden layers with 1024 memory cells in each layer. The networks are trained using the stochastic gradient descent (SGD) based truncated back propagation through time (BPTT) algorithm. Each BPTT segment contains 20 frames and 100 segments are processed in a minibatch. The models were trained on 40-dimensional log Mel filterbank features in the SDM case. For the MDM case, the concatenation of the individual 40-dimensional log Mel filterbank features from 8 microphones at each time step was considered as a single input frame. An interpolation weight β = 0.9 is used to balance the two objectives.

5. Results

In this section we report results on speech recognition experiments using the AMI corpus with two distant speech recognition cases (SDM and MDM). The performance of models are evaluated using WER. Results on the development set and the evaluation set are reported. Since we do not exclude the overlapping segments during training stage, we show results on the full set as well as the subset that only contains the non-overlapping speech segments. The subset will be referred to as dev* and eval* in the following experiments.

5.1. Number of input frames

We begin by exploring the effect of input frame number on the recognition part. We report results using the AMI corpus with two distant speech recognition cases (SDM and MDM). Table 1 shows the performance of the baseline 3-layer LSTM model and the attention-based LSTM model different lengths of the input context. The attention-based LSTM model is denoted as ALSTM.

Table 1: Performance at different number of input frames (WER, %)

<table>
<thead>
<tr>
<th>LVCSR task</th>
<th>Context</th>
<th>LSTM</th>
<th>ALSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dev</td>
<td>eval</td>
<td>dev</td>
</tr>
<tr>
<td>SDM</td>
<td>[-3, 3]</td>
<td>43.0</td>
<td>47.5</td>
</tr>
<tr>
<td></td>
<td>[-5, 5]</td>
<td>42.8</td>
<td>47.2</td>
</tr>
<tr>
<td></td>
<td>[-7, 7]</td>
<td>43.1</td>
<td>47.3</td>
</tr>
<tr>
<td>MDM</td>
<td>[-3, 3]</td>
<td>37.5</td>
<td>42.4</td>
</tr>
<tr>
<td></td>
<td>[-5, 5]</td>
<td>37.8</td>
<td>42.7</td>
</tr>
<tr>
<td></td>
<td>[-7, 7]</td>
<td>38.0</td>
<td>43.3</td>
</tr>
</tbody>
</table>

The configuration in the second column of Table 1 stands for spliced context. For instance, splicing together frames from t = 3 to t + 3 at the input layer is written compactly as [-3, 3]. From Table 1, it can be seen that [-5, 5] is the optimal temporal context for the attention-based LSTM model in both the SDM and MDM case. The attention-based models achieve more than 1% absolute reduction in WER compared to the LSTM baseline models. This indicates that 11 frames are sufficient for the attention mechanism. Thus a window of 11 frames of input features are used in the following experiments.
5.2. Single Distant Microphone

The multi-task learning architecture is adopted to improve robustness by training part of the network to reconstruct 40-dimensional clean filter-bank features as a secondary objective to the primary task of context-dependent state prediction. The proposed model is denoted as ALSTM-MTL in the table. Our results on the SDM experiments are shown in Table 2.

Table 2: Performance comparison on the development and evaluation set in the SDM case (WER,%)

<table>
<thead>
<tr>
<th>Model</th>
<th>dev</th>
<th>dev</th>
<th>eval</th>
<th>eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>42.8</td>
<td>34.3</td>
<td>47.2</td>
<td>38.3</td>
</tr>
<tr>
<td>ALSTM</td>
<td>41.7</td>
<td>33.6</td>
<td>46.2</td>
<td>31.0</td>
</tr>
<tr>
<td>ALSTM-MTL</td>
<td>41.3</td>
<td>33.1</td>
<td>45.8</td>
<td>37.2</td>
</tr>
</tbody>
</table>

As shown, severe performance degradation can be observed with speech overlap. We see a 8-9% reduction in WER when only considering segments with non-overlapping speech. As expected, on average attention-based model achieved 2.3% and 2.0% relative improvements in WER for all segments and non-overlapping segments, respectively. Another 0.4-0.5% absolute reduction in WER was obtained by using multi-task learning architecture. It suggests that introducing MTL architecture is beneficial for the attention-based LSTM model. On the whole, our proposed model achieved 3.3% relative improvement in WER over LSTM baseline model on the SDM task.

5.3. Multiple Distant Microphones

For the MDM speech recognition task, we consider two baseline systems: (1) beamforming the multichannel signals into a single channel and following the LSTM acoustic model used for the SDM case; (2) training the LSTM acoustic model with the concatenated 8 microphone channels. For beamforming experiments, we used a delay-sum beamformer on 8 uniformly-spaced array channels through BeamformIt [23]. Table 3 shows the results on the MDM experiments.

Table 3: Performance comparison on the development and evaluation set in the MDM case (WER,%)

<table>
<thead>
<tr>
<th>Model</th>
<th>dev</th>
<th>dev</th>
<th>eval</th>
<th>eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM (beamforming)</td>
<td>39.5</td>
<td>30.1</td>
<td>43.3</td>
<td>34.0</td>
</tr>
<tr>
<td>LSTM</td>
<td>37.8</td>
<td>30.7</td>
<td>42.7</td>
<td>34.5</td>
</tr>
<tr>
<td>ALSTM</td>
<td>36.0</td>
<td>29.7</td>
<td>41.4</td>
<td>33.6</td>
</tr>
<tr>
<td>ALSTM-MTL</td>
<td>35.5</td>
<td>29.1</td>
<td>41.0</td>
<td>33.2</td>
</tr>
</tbody>
</table>

The second row in Table 3 shows the results for the model trained on a single beamformed channel. And the results of the model trained directly on the outputs of multiple microphones are shown in the third row. Compared with the results of the baseline model in Table 2, MDM baseline systems obtained 3-5% absolute improvements in WER over the SDM system by using the multiple microphone data. Meeting speech recognition is characterised by speech overlap. Although the model trained on the beamformed signal performed better than that trained directly utilising the multi-channel features on the non-overlapping speech recognition task, it showed a lower performance on all segments which include overlapping speech. It suggests that using raw multiple channel input features in place of beamformed signal makes the acoustic model learn better representations which take into account some factor such as speech overlap.

We observed a 3.8% relative improvement in WER over the multiple input LSTM baseline model in Table 3 by embedding the attention mechanism across time. Additionally, further improvements can still be achieved by MTL architecture. On average our proposed model achieved 5.0% relative improvements in WER compared to the multiple input baseline model. In addition, it provided between a 2-4% absolute WER reduction compared to the beamforming baseline model. Overall, our proposed model performs best on both the overlapping and the non-overlapping speech recognition task in Table 3. And it is more computationally efficient than the beamforming baseline system which is a two-stage system: beamforming algorithm is applied to the multichannel speech, followed by conventional acoustic modeling approaches.

6. Conclusions

In this paper, we have presented an attention-based LSTM acoustic model with multi-task learning for distant speech recognition with single distant microphone or multiple distant microphones. The attention mechanism is embedded to utilize the temporal information at input layer. Furthermore, consistent improvements are achieved by incorporating multi-task learning architecture. The model trained on single distant microphone performed better than LSTM baseline model. In experiments with multiple microphones, we compared our model with those trained on the output of a delay-sum beamformer. The results presented here suggest that our model preforms well on both the overlapping and the non-overlapping speech recognition task.
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