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Abstract

This paper presents a first phonetic analysis of voiced, devoiced and ejectivized stop sounds in Setswana taken from two different speech databases. It is observed that rules governing the voicing/devoicing processes depend on sociophonetic and ethnolinguistic factors. Speakers, especially women, from the rural North West area of South Africa tend to preserve the phonologically stronger devoiced (or even ejectivized) forms, both in single standing plosives as well as in the post-nasal context (NC). On the other hand, in the more industrialized area of Gauteng, voiced forms of plosives prevail. The empirically observed data is modelled with KuMoso, a computational multi-agent simulation framework. So far, this framework focused on open social structures (whole world networks) that facilitate language modernization through exchange between different phonetic forms. The updated model has been enriched with social/phonetic simulation scenarios in which speech agents interact between each other in a so-called parochial setting, reflecting smaller, closed communities. Both configurations correspond to the sociopolitical changes that has been taking place in South Africa over the last decades, showing the differences in speech between women and men from rural and industrialized areas of the country.
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1. Introduction

South Africa is a very dynamic country, from the ethnological, social and also the linguistic point of view. Over the last decades, changes in the political image of this region influenced naturally all spoken languages and dialects in this area. The current eleven official languages are now coexisting and interacting in every-day speech, providing cross-language exchanges and influencing forms on different linguistic levels [1]. Thus, a broader, sociolinguistic perspective in studying linguistic changes of this region seems appropriate. The importance of this type of analysis in the variation of speech has also been illustrated by Foulkes and Docherty [2], who point out that different social, age and gender groups tend to use diverse phonetic and phonological forms of segments’ variation (e.g. using different laryngealization forms).

A change of this kind can be observed in Setswana plosives, on the phonetic/phonological level. As other languages demonstrate existence of prenasalized voiced stops but lack prenasalized voiceless stops. The rule penalizes consonantal sequences of [+nasal] followed by [-voice] and Pater [3] claims that NC clusters seem to be uncommon in a variety of languages. He states that typological data, as well as phonetic evidence argue for a universal but violable *NC constraint.

This paper presents a phonetic analysis of voiced, devoiced and ejectivized stop sounds in Setswana. The approach investigates apparent phonetic and phonological sound changes in Setswana by combining the acoustic analysis from two speech databases [5,8] and a new model of the social setting (cf. [9]). Our acoustic analysis demonstrates that the Setswana plosives /p, t, k/ in post-nasal contexts as well as singletons can obtain several voicing statuses. Starting from fully voiced, through devoiced, up to ‘hyper’ devoiced ejective-forms. The acoustic analysis of both corpora [5,8] shows that devoiced variants prevail in Setswana. Our analysis is based on previous classification work by Kingston [10] and Fallon [11]. Following this earlier work, we assess acoustic parameters to define the difference between devoiced and ejectivized stops (see Table 1). The analysis of the NCHLT corpus [8] shows that ejectivization, i.e. phonological strengthening of devoiced stops, occurs more often in the rural areas of the country, mostly among women who spend their time in closed tribal communities, described in this paper as parishes (see below). Our current computational simulation serves as an explanation to which extent the different social networks play a role in the formation of voicing forms in the current language, demonstrating differences in variant competition within different social network settings.

In the following section we first briefly describe the speech data and the acoustic analysis. Section 3 describes the computational model and after that we present our results.

2. Acoustic analysis

2.1. The Coetzee and Pretorius data

The first corpus data that we examined was collected and analysed by Coetzee and Pretorius [5]. It contains speech of 12 native speakers of Setswana (born in the area around Potchefstroom) from an academic environment. The data is fully annotated and consists of carrier phrases with real and nonsense words constructed to analyse plosives in a post-nasal context.

2.2. The NCHLT corpus

The NCHLT Setswana Speech Corpus (National Centre for Human Language Technology, [8]) was originally created for the development of Automatic Speech Recognition systems for South African languages. It contains speech material for all
eleven languages in South Africa, among it Setswana with 210 speakers (in total 109 female, 101 male, 56:19h of speech). The data consists of carefully enunciated read speech (e.g. from South African government websites) and was collected via a smartphone Application (Woefzeala). It is available online at http://rma.nwu.ac.za. We report here on data from 94 male and female speakers in four age groups (below 20, 20–30, 31–40 and 41 plus) from two geographical regions (North West and Gauteng).

2.3. Acoustic analysis of ejectives in the nasal and non-nasal contexts (NCHLT corpus)

In the analysis of the NCHLT data we have mainly focused on the processes of phonological strengthening, i.e. on the observation of the amount of devoiced stops and ejectives. According to the system of acoustic cues proposed by Kingston [10] (as shown in Table 1), the ejectives from the NCHLT corpus were selected using a custom implementation of an automatized Praat [12] plug-in\textsuperscript{1} function to identify candidate segments within the corpus which were then labelled and classified manually.

We distinguish three different types of stop segments: fully voiced, devoiced, and ejective or ejectivized (‘hyper’ devoiced) forms. The key factor in the distinction was the f0 contour in the vowel following the plosive, as well as VOT length (for long: > 80 ms, for short: <20 ms), type of burst and the type of transition to the maximal amplitude. Finally, the type of modality (modal vs. creak) was also a determiner in the decision on the presence of ejectivization. We also place these phonetic characteristics on a phonological scale where presence of [voice] is considered a weakening of a segment (voicing), whereas [-voice] strengthening of a segment (ejectivization).

3. Computational simulation

We model the observed linguistic situation of Setswana computationally using the KaMoso simulation framework [13]\textsuperscript{2}. Within this dynamic multi-agent simulation model, a population of speaker-listeners interacts in different social networks. The simulation goes through a number of epochs modelling the dynamic evolution of the population over time. In each epoch, the agents receive input from other agents (“teachers”). The model employs exemplar-theoretic principles, assuming that linguistic categories are mentally represented by collections of previously encountered exemplars [14, 15, 16, 17]. In this framework, each perceived speech item is stored in memory retaining its full phonetic detail as well as indexical information like speaker identity. We refer to the set of all stored exemplars as the lexicon. Production of speech items is based on a speaker’s lexicon with each exemplar serving as a potential production target according to its weight (or “activation”). Noise is added to exemplars in production. Before perceived exemplars are stored in memory, they are warped slightly towards local distribution maxima (implementing a perceptual magnet effect, cf. [18, 19]).

The model describes the competition between two phonetic variants A and B over a large number of epochs. Given free variation (as in the case of the Setswana stops), weighting of exemplars may take into account different features: the phonetic prototypicality of an exemplar (i.e. its similarity to the category centroid), or non-linguistic social features like the social closeness of the exemplar’s original speaker or the social status of the speaker [20]. In our simulations, two interaction schemes are compared: closeness interaction (favouring variants from socially close individuals), and status interaction (favouring variants from socially influential individuals).

In order to model an influence of the speakers’ regional backgrounds on their phonetic production patterns (as observed in the corpus data, see Section 4.1 below), we investigate different network topologies. Formally, the social networks are represented by undirected graphs, where nodes correspond to individuals (or agents) and edges between nodes correspond to direct social relations. Social distance can then be defined as the minimum number of edges between any two nodes (the minimal path length), and social closeness as an inverse of this distance measure. As a representation of the social structure with largely
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\textsuperscript{1}Kindly provided by Jörg Mayer (personal communication).

\textsuperscript{2}The Java source code as well as the configurations used for the simulations presented here are available online at https://github.com/simphon/KaMoso
closed language communities, we use a network with a number of clusters or parishes. Each parish is connected to other parishes by a (randomly chosen) link, such that all parishes together form a connected network graph (i.e., there exists a path between any given pair of agents). Within each parish, the network graph has a local small world topology [21, 22] which is supposed to be a good formal representation of real social network structures. This parochial configuration has the effect that the average path length within each parish is relatively small, but across parish boundaries the average path lengths are relatively large. We refer to this setting as the parochial network. This is contrasted with a simple small-world network (an alternative name could also be whole world network [9]) where social distance between any two agents is relatively small. We assume that this latter type of network corresponds to a socially open (urban) community.

We run each simulation over a number of epochs. We also run the simulations repeatedly with the same sets of parameters as each individual simulation run is subject to random variations introduced at various points in the model. For the simulations reported here, we define a population of \( N = 400 \) agents. One fixed set of agents has been generated with randomly assigned social status in the range of 0.01–0.25, and a small number of hyper-influential agents with status 1.0 (cf. [20]), randomly assigned gender (50% female), and equally distributed ages 1–5. The initial ratio of A-variant tokens in the agents’ lexicons is 0.95 and 0.85 for female and male agents, respectively. For hyper-influential agents, the corresponding values are 0.05 and 0.15. The lifespan of an agent is 5. When this age is reached, that respective agent is replaced by a new-born agent which is generated according to the same principles (with an initially empty lexicon).

The initial set of agents is used for all simulations in order to focus on the effects of the different network topologies which just change the connections between agents.

4. Results

4.1. Acoustic analysis of ejectives

Based on the acoustic analysis of their database, Coetzee and Pretorius [5] divided the speakers into two varieties: (1.) speakers who produce more than 90% of /m+bV/-sequences as [mpV] and (2.) speakers who show a tendency for post-nasal voicing. Overall it has been demonstrated that 80% out of all analysed stops devoice post-nasally and that less than 20% of post-nasal stops were articulated as ejectives.

For the post-nasal ejectives, we analysed samples from 309 sentences from the NCHTL corpus (93 speakers), and for singleton ejectives, we analysed samples from 512 sentences (16 speakers). In this data, in the post-nasal context 39% of stops were classified as voiceless and 6% as ejectives (see Figure 1 for prototypical examples from the corpus). Out of this 6%, the majority (72%) occurred in the velar context VnkV, (11% in the VnV and 17% in the VnpV context). Female speakers articulated more ejectives (9%) than males (3%), where as much as 80% of females produced at least one ejective. More of the ejective stops occurred in the speech from the rural North West area (7% out of all stops analysed) and 3% in the industrialized Gauteng area. In the North West area 80% of speakers produced at least one ejective. The age distribution in production of ejectives shows that most of them were produced by speakers between the 20th and 30th year of life. Out of all analysed stops, voiceless stops in the post-nasal context were produced by 64% of female speakers and 53% of males. In this classification 53% were produced in the speech from the North West area and 34% from the Gauteng area. Thus, it is reasonable to state that in the post-nasal context, voiceless stops behaved similarly to ejectives in terms of their geographical distribution and across genders.

In the non-nasal context out of all stops analysed, 51% were classified as ejectives, out of which 20% were so called ‘fortis ejectives’ (see Table 1 with the acoustic key parameters). Most of them (73%) were produced by male speakers and the majority (61%) in the Gauteng area occurred in the velar context (Vkv). In the classification of the voiceless stops it has been observed that 52% were produced in the Gauteng area and the majority was found in the speech of the female speakers (57%). Most of the voiceless stops found in the data were bilabial plosives (VpV). In this view, the group of voiceless stops in the non-nasal context behaves rather differently than the ejectives in the non-nasal context. Rather, the classification shows that regarding gender and geographical area, voiceless stops in post-nasal and non-nasal context behave similarly.
4.2. Computational simulation model

In order to visualize the distributions of variants A and the initially rare variant B across the lexicons of all agents from the population, we count the exemplars in the agents’ lexicons and show the ratio of A-variant exemplars in a heatmap-like figure where each square represents one agent: Figure 2 shows the distribution of variant A from a simulation on a small-world network with an interaction scheme based on social closeness. Darker shades of blue indicate a higher ratio of A-variant exemplars in an agent’s lexicon. New-born agents with empty lexicons are indicated by pale yellow squares, which are visible as stripes in the plot due to the regular age distributions of the population and the graphical arrangement of the nodes. Note that the horizontal and vertical axes have no meaning. The same is true for the actual position of a node in space. The figure shows the initial state (epoch 0) in the top panel and below the state at the beginning of epoch 800. Figure 3 shows the distribution of variant A for a simulation with the same parameters on a parochial network. Note that the initial state is the same as Figures 2 and 3 as the same set of agents has been used to initialize the network.

The results indicate that small-world network topology seems to allow for the initially rare variant to spread through the community (indicated by the overall lower percentages of the A variant).

In order to illustrate the evolution of the variant competition over time, we count the number of produced tokens in each epoch and determine which belong to either variant. Figure 4 shows the mean ratio of produced A-variant exemplars for the four different simulation setups (parochial vs. small-world network with closeness vs. status-based interactions). The mean is computed of 11 repeated runs with the same initial parameters for each of the four different setups. As this figure shows, the distribution remains relatively stable after the first exchanges (note that the initial state of the population is always the same, but the starting points of the curves differ due to the fact that the values are computed at the end of an epoch after all interactions have been carried out).

5. Discussion and Conclusions

Our simulations indicate that a parochial social network structure may favour preservation of phonetically and phonologically ‘conservative’ forms. Sociolinguistic studies describing the South African language politics like [1] indicate complexity of multilingualism and heteroglossia in this area. Ours is an attempt to demonstrate change within one of the official languages, i.e. Setswana, where the general social pattern of the country is reflected. The phonologically stronger but phonetically and articulatorily less intuitive devoiced and ejecitized variants of post-nasal stops dominate in the simulation within the closed community (parochial) scenario. Reflected partially in our acoustic measurements, it is also in line with the hypothesis that the protolanguage forms of the Bantu group (Ur-Bantu, [23]) are better preserved when ‘isolated’ from the influences of other official South African languages and/or dialects. The use of computational phonetic simulation [20, 24, 25, 19] as a means of investigation in the study of language change is confirmed in that the integration of real-life existing sociophonetic factors brings about the current phonetic shape of Setswana voicing pattern.
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