Multiview Representation Learning via Deep CCA for Silent Speech Recognition
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Abstract

Silent speech recognition (SSR) converts non-audio information such as articulatory (tongue and lip) movements to text. Articulatory movements generally have less information than acoustic features for speech recognition, and therefore, the performance of SSR may be limited. Multiview representation learning, which can learn better representations by analyzing multiple information sources simultaneously, has been recently successfully used in speech processing and acoustic speech recognition. However, it has rarely been used in SSR. In this paper, we investigate SSR based on multiview representation learning via canonical correlation analysis (CCA). When both acoustic and articulatory data are available during training, it is possible to effectively learn a representation of articulatory movements from the multiview data with CCA. To further represent the complex structure of the multiview data, we apply deep CCA, where the functional form of the feature mapping is a deep neural network. This approach was evaluated in a speaker-independent SSR task using a data set collected from seven English speakers using an electromagnetic articulograph (EMA). Experimental results showed the effectiveness of the multiview representation learning via deep CCA over the CCA-based multiview approach as well as baseline articulatory movement data on Gaussian mixture model and deep neural network-based SSR systems.

Index Terms: articulatory movements, deep canonical correlation analysis, multiview representation learning, silent speech recognition

1. Introduction

Laryngectomy is a surgical removal of the larynx for the treatment of laryngeal or other oral cavity cancers [1]; therefore, persons after laryngectomy lose their ability to produce speech sounds and suffer in their daily communication [2, 3]. Although there are several options to communicate for those patients such as esophageal speech, trachea-esophageal speech, and electrolarynx, these approaches frequently produce an abnormal sounding voice that is hard to understand by normal listeners [4, 5].

Silent speech interfaces (SSIs) [6] have the potential to provide an alternative way to assist those patients to produce speech with natural sounding voice from the movements of their articulators such as the tongue and lips. SSIs typically include an articulatory movement recorder, a silent speech recognizer that converts articulatory movements to text [7], and a text-to-speech synthesizer [8]. A variety of techniques have been used to record articulatory movements including ultrasound [9, 10], surface electromyography [11, 12], and electromagnetic articulograph (EMA) [13, 14] (including portable magnetic sensing [15]). EMA is a direct and attractive approach to record the articulatory movements since it captures the 3D motion of several sensors adhered to the tongue and lips [14]. We used EMA sensors in this work to track the precise Cartesian coordinates of articulators. Text-to-speech synthesis with a standard voice has been well studied and is ready for this application [16]. Researchers on TTS are currently exploring how to restore the laryngectomized’s own voice [4, 17] with limited training data. Therefore, the core problem in current SSI research is developing effective algorithms that map articulatory movements to text information.

Related work on silent speech recognition (SSR) has been mostly focused on articulatory modeling to characterize articulatory movements. Researchers have developed SSR approaches based on dynamic time warping (DTW) [14, 18], Gaussian mixture model (GMM)-hidden Markov model (HMM) [10, 11], and support vector machine (SVM) [7, 12]. Hahn and Wang [19] recently reported that deep neural network (DNN)-HMM based articulatory models outperformed conventional GMM-HMM based models in speaker-dependent SSR with EMA data.

A more recent focus in SSR research was to reduce the inter-speaker difference of articulatory movements, so that speaker-independent SSR can be feasible [20]. Articulatory movement data are directly affected by the speaker’s anatomy (e.g., tongue shape and size) and the speaker’s articulatory patterns. To reduce the physiological difference, researchers have tried to normalize the articulatory movements by aligning the tongue position when producing vowels [21, 22] and consonants [23] to a reference (e.g., palate [21,22] or a general tongue shape [23]). Procrustes matching, a robust shape analysis technique [24], was used to reduce the translational, rotational, and scaling effects of articulatory data across speakers [25]. Also, feature space maximum likelihood linear regression (fMLLR), which is a data-driven speaker normalization approach, has been successfully applied to SSR with EMA data [20].

Despite the advances in SSR research, conventional approaches have largely relied on using articulatory movement information only. Articulatory movements generally have less information than acoustic features for recognizing phonemes [26], and therefore, the performance of SSR may be limited. Multiview representation learning can capture better information by simultaneously analyzing multiple information sources, such as articulatory and acoustic data. The multiview representation learning approach is generally based on learning a feature transformation of the primary view (available for both train-
ing and testing) that captures useful information from the second view (accessible only for training) using a paired two-view training set. Speaker-independent SSR models make the use of multiview representation learning possible, because acoustic data could be collected from training speakers. Of course, potential target test speakers (e.g., laryngectomy patients) will be unable to produce acoustic speech. Multiview representation learning has been recently successfully applied in speech processing [27] and acoustic speech recognition [28]. Multiview representation learning, however, has rarely been studied in SSR.

In this paper, we investigated the effectiveness of multiview representation learning via canonical correlation analysis (CCA), which learns features in multiviews that are maximally correlated, for SSR. To further represent the complex structure of the multiview data, we apply deep CCA, where the functional form of the feature mapping is a deep neural network. We used articulatory movement data as the primary view and acoustic features such as mel-frequency cepstral coefficients (MFCCs) as the second view. Therefore, it is expected that the feature transformation from deep CCA can capture useful information from the acoustic view, which makes it possible to improve phonetic recognition accuracy.

2. Data Collection

2.1. Participants and speech tasks

Seven American English speakers (4 females and 3 males) participated in the data collection. The mean age of the participants was 25.4 ± 3.6 years. No history of speech, language, or cognitive problems from any participants was reported. Each subject participated in one session in which he or she repeated a list of 132 phrases twice at their habitual speaking rate. The phrases (e.g., how are you doing?) that are frequently used in daily life were selected from [14, 20].

2.2. Tongue and lip motion tracking

The Wave system (Northern Digital Inc., Waterloo, Canada), a commercially available electromagnetic tongue and lip motion tracking device, was used to collect the movement data of articulators for all participants. Four small sensors were attached to the surface of each articulator using dental glue (PeriAcryl 90, GluStitch) or tape, including Tongue Tip (TT), Tongue Body Back (TB), Upper Lip (UL), and Lower Lip (LL) as in Figure 1. In addition, another sensor was attached to the middle of forehead (Head Center, HC) for head correction. Our prior work indicated that the four-sensor set consisting of TT, TB, UL, and LL is an optimal set for this application [29]. With this approach, three-dimensional movement data of articulators were tracked and recorded. The sampling rate in Wave record-

ing in this work was 100Hz. The spatial precision of movement tracking is about 0.5mm in the center location of the magnetic field [30].

Before data analysis, the translation and rotation of the HC sensor were subtracted from the motion data of the tongue and lip sensors to obtain head-independent articulatory data. The head translation and rotation removal was automatically done by the Wave system. Figure 1 illustrates the derived 3D Cartesian coordinates system, in which x is left-right direction; y is vertical; and z is front-back direction. It is not expected that articulators have significant lateral movement (x in Figure 1) [31], thus only y and z coordinates of the tongue and lip movement data were used for analysis.

Acoustic data were collected synchronously with the articulatory movement data by built-in microphone in the Wave system. In total, 1,847 utterances (total 31,534 phonemes/39 unique phonemes) for 132 unique phrases were collected from the seven participants.

3. Multiview Representation Learning

3.1. Canonical correlation analysis (CCA)

In multiview representation learning, we have access to different types of observations of the same underlying data, such as articulatory and acoustic features. In this work, the training data consist of pairs of observations \((\mathbf{x}_i, \mathbf{y}_i)\), \(i = 1, \ldots, N\), where \(\mathbf{x}_i \in \mathbb{R}^{D_x}\) and \(\mathbf{y}_i \in \mathbb{R}^{D_y}\) denote the ith input features of simultaneously recorded articulatory and acoustic features, respectively.

CCA is one of the widely used methods for learning a compact representation from multiview data [28, 32]. The objective of CCA is to find linear projection matrices \(\mathbf{U} \in \mathbb{R}^{D_x \times L}\) and \(\mathbf{V} \in \mathbb{R}^{D_y \times L}\), where \(L \leq \min(D_x, D_y)\), such that the projections are maximally correlated with each other while the dimensions in the representation are uncorrelated with each other. CCA can be represented by

\[
\max_{\mathbf{U}, \mathbf{V}} \frac{1}{N} \text{tr} \left( \mathbf{U}^\top \mathbf{X} \mathbf{Y}^\top \mathbf{V} \right) \quad \text{s.t.} \quad \mathbf{U}^\top \left( \frac{\mathbf{X} \mathbf{X}^\top}{N} + r_x \mathbf{I} \right) \mathbf{V} = \mathbf{I} \quad (1)
\]

where \(\mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_N] \in \mathbb{R}^{D_x \times N}\), \(\mathbf{Y} = [\mathbf{y}_1, \ldots, \mathbf{y}_N] \in \mathbb{R}^{D_y \times N}\), and \((r_x, r_y) \geq 0\) are regularization parameters.

Let \(\Sigma_{12} = \frac{1}{N} \mathbf{X} \mathbf{Y}^\top\), \(\Sigma_{11} = \frac{1}{N} \mathbf{X} \mathbf{X}^\top + r_x \mathbf{I}\), and \(\Sigma_{22} = \frac{1}{N} \mathbf{Y} \mathbf{Y}^\top + r_y \mathbf{I}\) be the cross- and regularized auto-covariance matrices of the data in the two views. The solution can be found by solving a generalized eigenvalue problem:

\[
\mathbf{U}^* = \frac{1}{\sqrt{\Sigma_{11}}} \mathbf{U}, \quad \mathbf{V}^* = \frac{1}{\sqrt{\Sigma_{22}}} \mathbf{V},
\]

where \(\mathbf{U}^*\) and \(\mathbf{V}^*\) are the normalized left and right projection matrices, respectively.

Figure 1: Sensor labels and locations.

Figure 2: Schematic diagram of deep CCA.
Table 1: Phoneme error rates (%) with varying the number of hidden layers of DCCA on monophone and triphone systems.

<table>
<thead>
<tr>
<th># of hidden layers</th>
<th>Art. view</th>
<th>Monophone</th>
<th>Triphone</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>63.4</td>
<td>55.1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>63.9</td>
<td>56.0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>62.2</td>
<td>57.3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>64.3</td>
<td>57.0</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>62.0</td>
<td>52.4</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>61.9</td>
<td>52.8</td>
</tr>
</tbody>
</table>

obtained by singular value decomposition of the matrix $T = \Sigma_{11}^{-1/2} \Sigma_{12} \Sigma_{22}^{-1/2}$. The final CCA features (projections) are $\hat{x} = U^T x$ for the primary (articulatory) view and $\hat{y} = V^T y$ for the second (acoustic) view. Consequently, the final CCA features for the articulatory view were used for SSR.

3.2. Deep CCA

Suppose we have neural network-based feature mappings $f : \mathbb{R}^{D_x} \to \mathbb{R}^{d_f}$ for the primary view and $g : \mathbb{R}^{D_y} \to \mathbb{R}^{d_g}$ for the second view. A $K$-layer network can be represented by $f(x) = f_K(\cdots f_1(x; W_{1,1}) \cdots; W_{K,1})$, where $W_j$ are the weight parameters of layer $j$, $j = 1, \ldots, K$, and $f_1$ is the non-linear mapping of layer $j$. In deep CCA (DCCA), we learn weights $W = \{W_{1,1}, \ldots, W_{K,1}\}$ as well as linear projection matrices $\hat{U} \in \mathbb{R}^{d_x \times \ell}$ and $\hat{V} \in \mathbb{R}^{d_y \times \ell}$, where $\ell \leq \min(d_x, d_y)$, that optimize the canonical correlations at the output layers.

\[
\begin{align*}
\max_{W_x, W_g, \hat{U}, \hat{V}} & \frac{1}{N} \sum_{r=1}^{N} (\hat{U}^T F(X; W_f) G(Y; W_g) \hat{V})^T (\hat{U}^T F(X; W_f) G(Y; W_g) \hat{V}) \\
\text{s.t.} & \hat{U}^T (\frac{F F^T}{N} + r_g I) \hat{U} = I
\end{align*}
\]

where $F = f(X) = [f(x_1), \ldots, f(x_N)] \in \mathbb{R}^{d_x \times N}$ and $G = g(Y) = [g(y_1), \ldots, g(y_N)] \in \mathbb{R}^{d_y \times N}$. Also, $W_f$ and $W_g$ are weight parameters for $F$ and $G$, respectively.

The projections ($\hat{U}$, $\hat{V}$) can be regarded as adding an extra linear layer on top of non-linear mappings ($f$, $g$), respectively, as in Figure 2. The final DCCA features are $\hat{x} = \hat{U}^T f(x)$ for the articulatory view. For the optimization of (2), we used stochastic gradient descent (SGD) suggested by [28].

3.3. Application to speaker-independent SSR

To obtain better articulatory representations, we combine our representation learning with speaker normalization techniques such as Procrustes matching and fMLLR, which were successfully applied to speaker-independent SSR [20]. In this work, Procrustes matching was first applied to reduce the inter-speaker physiological differences (tongue and lip orientation). In this method, two dimensional (i.e., $y$ and $z$ coordinates) movement data of TT, TB, UL, and LL were transformed into a “normalized shape”, which had a centroid at the origin (0,0) and the centroids of the UL and LL formed a vertical line. Then, $L$-dimensional DCCA features obtained from the Procrustes matched data were appended to the Procrustes matched data as in a tandem approach [33]. The resulting features are further transformed using fMLLR, which is one of the representative data-driven approaches for feature space normalization. A more detailed explanation of the Procrustes matching and fMLLR can be found in [20].

3.4. Experimental setup

We used 24 dimensional EMA data consisting of 8 static data (2 dimension $\times$ 4 sensors) and their first and second order derivatives with shift size of 10 milliseconds as input features to silent speech recognition systems as baseline. Acoustic features are 39 dimensional MFCCs consisting of 13 static and their first and second derivatives with frame size of 25 milliseconds and shift size of 10 milliseconds. We used mean normalization along each dimension as a default setting. In multiview feature learning, the inputs are articulatory and acoustic features concatenated with a context window of 9 frames around each frame, resulting in 216 dimensional articulatory ($D_x = 216$) and 351 dimensional acoustic inputs ($D_y = 351$) for the (D)CCA models. For DCCA, different neural network architectures (i.e., different numbers of hidden layers) for each view were investigated in a preliminary evaluation. The best configuration in the neural network was 256 hidden units ($d_x = d_y = 256$) at each hidden layer. We used rectified linear units (ReLU) as an activation function. After training a feature transformation from the (D)CCA models, the feature transformation was applied to the articulatory data, giving $L$-dimensional features. Finally, the $L$-dimensional features were appended to 24 dimensional articulatory data, producing a final feature vector for each frame.

We evaluated the (D)CCA approaches on both GMM-HMM and DNN-HMM systems. It consisted of 773 tied-state (senone) left-to-right triphone HMMs, where each HMM has 3 states. GMM was trained using maximum likelihood estimation. DNN was trained using EMA data with a context window of 9 frames. The DNN had 3 hidden layers with 512 hidden units at each layer and the 773 dimensional softmax output layer, corresponding to the number of senones of the GMM-HMM system. The parameters were initialized using layer-by-layer generative pre-training based on restricted Boltzmann machines (RBM) and the network was discriminatively trained using backpropagation [34]. The bigram and trigram phoneme language models (LMs) were trained using the IRSTLTM toolkit [35] and they were used in decoding. The test perplexities of the bigram and trigram are 10.0 and 3.2, respectively. The training and decoding were performed using the Kaldi speech recognition toolkit [36].

Phoneme error rate (PER) was used as the measure for the SSR performance. Leave-one-subject-out (7 fold) cross validation was used in the experiment. The average performance of cross validations was reported as the overall performance.

4. Results and Discussion

4.1. Evaluation with the number of hidden layers in each view of DCCA

We first examined the effectiveness of DCCA with varying the number of hidden layers in each view. Table 1 presents the performances of DCCA according to the number of hidden layers on monophone and triphone-based GMM-HMM systems with bigram LMs. The number of monophone units is 122 (39 phonemes $\times$ 3 states + 5 states for silence) and the number of triphone units (senones) is 773. 10-dimensional DCCA features were appended to the Procrustes matched data (Proc+DCCA) in this experiment. Note that “0” hidden layers for both the articulatory and acoustic views indicate the CCA approach. Interestingly, asymmetric architectures, which are a linear mapping for the articulatory view and a highly nonlinear mapping (deep network) for the acoustic view, produce better performance. This result is consistent with the recent study in
acoustic speech recognition [28]. We obtained the best result (52.4%) on the “0” layer for the articulatory view and the “2” layer for the acoustic view on the triphone system. Therefore, we used this setting as a default of DCCA architecture in the following experiments.

4.2. Evaluation with the number of DCCA dimensions

Figure 3 shows the performances of (D)CCA by varying the number of their dimensions \((L)\) in GMM-HMM based SSR systems with bigram LMs. As can be seen, Procrustes matching outperformed the baseline articulatory movement data. When we used (D)CCA alone, the performances were better than with baseline and Procrustes matching in almost all dimensional settings. Based on the Procrustes matched data, when we appended \(L\)-dimensional (D)CCA transformed data, the PERs were further reduced. The best performance was obtained on 10 dimension of DCCA. In the following experiments, 10 dimensions for the CCA and DCCA projections were used as the default setting for the remainder of this paper.

4.3. Effectiveness of DCCA

Table 2 shows the performances of CCA/DCCA on GMM-HMM and DNN-HMM systems with bigram and trigram LMs in terms of the PER. Here, “Proc.” indicates Procrustes matching. To evaluate the systems, speaker normalization methods such as Procrustes matching and fMLLR were incorporated with CCA or DCCA features. When appending CCA features to Procrustes matched data (Proc.+CCA), the performance was better than with Procrustes matching and fMLLR (Proc.+fMLLR). When we further applied fMLLR (Proc.+CCA-fMLLR), PER was much reduced on both GMM-HMM and DNN-HMM systems. When we replaced CCA by DCCA (Proc.+DCCA-fMLLR), we were able to obtain the best performance, giving PERs of 40.3% on GMM-HMM and 33.9% on DNN-HMM with trigram LMs, which is close to the performance of acoustic features (MFCC).

4.4. Discussion

These results indicated that incorporating acoustic information in a feature transformation by DCCA is effective for recognizing phonemes, complementing articulatory movements. Also, DCCA can be successfully combined with well-established conventional feature transformation methods and could further improve silent speech recognition performance. Moreover, DNN-HMM outperformed GMM-HMM in all experimental configurations (e.g., CCA and DCCA). This finding is consistent with the literature on acoustic [34] and silent speech recognition [19, 20].

Although the evaluation was on normal participants, our approach (DCCA) can be applied to laryngectomees, where both acoustic and articulatory training data will be from healthy speakers. Articulatory movements generally differ between silently articulated (e.g., laryngectomees) and normally spoken speech, and therefore, mapping strategies between them may be considered [37]. Our approach may also have the potential for dysarthric speech recognition [38] as well as whispered speech recognition with articulatory information [39].

5. Conclusions and Future Work

In this paper, we investigated the effectiveness of CCA and DCCA to improve the speaker-independent SSR performance. We used multiview representation learning via DCCA that finds a deep feature mapping that is maximally correlated in articulatory and acoustic views. Experimental results showed that the DCCA-based multiview approach provides significant improvement over the CCA approach and the baseline (DNN-HMM without using CCA). Further, our approach was successfully combined with other transformation approaches such as Procrustes matching and fMLLR for speaker normalization. Future directions include 1) a test of the DCCA approach using a larger dataset collected from more subjects and laryngectomees and 2) applying other deep structures such as convolutional neural networks for multiview representation learning-based SSR.
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