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Abstract

The success of deep neural network (DNN) acoustic models is partly owed to large amounts of training data available for different applications. This work investigates ways to improve DNN acoustic models for Bluetooth narrowband mobile applications when relatively small amounts of in-domain training data are available. To address the challenge of limited in-domain data, we use cross-bandwidth and cross-lingual transfer learning methods to leverage knowledge from other domains with more training data (different bandwidth and/or languages). Specifically, narrowband DNNs in a target language are initialized using the weights of DNNs trained on bandlimited wideband data in the same language or trained on a different (resource-rich) language. We investigate multiple recipes involving such methods with different data resources. For all languages in our experiments, these recipes achieve up to 45% relative WER reduction, compared to training solely on the Bluetooth narrowband data in the target language. Furthermore, these recipes are very beneficial even when over two hundred hours of manually transcribed in-domain data is available, and we can achieve better accuracy than the baselines with as little as 20 hours of in-domain data.
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1. Introduction

Voice-enabled applications continue to gain in popularity with the general population. Speech recognition is expected to work regardless of the language, the device, the acoustic environment, or the available bandwidth. Some of these scenarios occur less frequently, resulting in data resource scarcity for model training. The amount and quality of training data have large impact on the accuracy of speech recognition models. Bluetooth narrowband speech in newly supported languages fits into such scenarios. Our goal is to rapidly develop models for such usage in a cost-effective way.

Semi-supervised learning has been the most common approach for improving acoustic models when there are limited amounts of transcribed data [1, 2, 3, 4]. However, these methods do not utilize information from other tasks, for example acoustic models in other languages. In recent years, inductive transfer and multi-task learning [5, 6, 7] techniques have been applied successfully for cross-lingual acoustic modeling using subspace Gaussian mixture models [8, 9] and neural networks [10, 11, 12, 13, 14]. Such approaches utilize data from not only the target languages, but other languages, whether linguistically close or distant, and have shown consistent accuracy improvements over using the target language data alone. In particular, [14] shows accuracy gains even when hundreds of hours of training data are available in the target language. As the authors of [14] point out, “resource-scarce is relative to the model size.” More recently, [15, 16] combined cross-lingual training with semi-supervised learning when only small amounts of transcribed training data are available in the target language.

Cross-lingual inductive transfer in neural network acoustic models involves sharing the hidden layers, or a subset of them, between languages, while having language-specific output layers corresponding to the context-independent phonemes or context-dependent phonemic states in each language. The approaches may be divided into two categories depending on how the hidden layers are trained:

• multi-lingual/multi-task learning, where the hidden layers are jointly trained for all languages [10, 11, 13, 14];
• cross-lingual/transfer learning, where the hidden layers from a well-trained language are used to initialize the network in the target language [12, 14].

When transferring knowledge between two languages, [14] shows that multi-lingual training sometimes provides small gains over cross-lingual transfer, and at other times there is no difference in accuracies between the two.

In a production scenario, however, one tends to support new languages over time but has access to mature systems in multiple languages that are already supported. In other words, this is a scenario where the related tasks have already been learnt before a new target task is even defined. Here, transfer learning is a more natural choice: as training data in a new language becomes available, one trains the DNN for that language, on the newly available data, by initializing the hidden layers from a previously trained language. This is both effective at increasing the accuracy in the target language and is faster to train since only the target language data are used [12].

Additionally, for any given language, the application may involve acoustic channels with different bandwidths. [17] proposed a mixed bandwidth training approach by separating out the filterbanks for low and high frequencies. The low-frequency filterbanks from both wide- and narrow-band speech are used, while the high-frequency filterbanks only come from wide-band speech. For narrow-band speech, the high frequency filterbanks are set to zero or the mean values from the wide-band case. However, mixed-bandwidth training only improved recognition of wide-band speech, but not narrow-band speech.

Our goal is to improve Bluetooth narrowband speech recognition by investigating transfer learning approaches. We want to find training approaches that are optimal considering the diversity in available data resources. Specifically, we extend the cross-lingual transfer learning paradigm [12], to both cross-lingual and cross-bandwidth transfer and their combinations. We first transfer the parameters from a related DNN, trained on the lower frequencies of wideband data and/or a different language, and then train using in-domain narrowband data. Our experiments show substantial gains in accuracies for dictation over Bluetooth narrowband channels in four languages.
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2. Cross-lingual initialization

The intuition behind sharing the hidden layers of a DNN between languages is that the lower layers (those close to the features) are less task-specific and tend to generalize between tasks. In other words, the conjecture is that the lower layers of the DNNs encode features that help distinguish different speech units (context-dependent triphone states in this case) not only for the language that they are trained on, but are useful across different languages. This does not answer the question about which layers to transfer and which to retrain on the target language, and previous work [12, 14] tended to either retrain the whole network or only the top layers. In [14] we see that retraining just the top layers tends to produce worse results than retraining the whole network. A recent and thorough empirical study on cross-task transfer for object recognition [18] shows that transferring all the hidden layers and retraining the whole network is the optimal strategy owing to co-adaptation between neurons of neighboring layers.

We transfer the hidden layers of a DNN from a well-trained existing language to the new target language and retrain the whole network using the target language data, as shown in Figure 1. In addition to the choice of the source language, we have the choice of initializing from a bandlimited wideband DNN in the source language, which amounts to both cross-lingual and cross-bandwidth transfer, or from a narrowband DNN in the source language. On the target data, we not only train the DNNs using frame-level cross-entropy criterion but we also use a sequence-discriminative criterion [19, 20, 21, 22, 23]. Finer control of the training procedure, such as first reestimating the output layer weights with the hidden layer weights frozen before retraining the whole neural network, might bring further performance gain, as shown for bottleneck features [24].

3. Cross-bandwidth initialization

Most users speak to virtual assistants using microphones that provide wideband audio. However, a small fraction of usage happens over narrowband (8 kHz) Bluetooth headsets. The infrequent nature of such usage makes it more difficult to collect and transcribe sufficient data to train the models. This problem is particularly acute for new languages, since initially their overall usage tends to be lower.

In absence of any narrowband data, one may train the models using bandlimited wideband data, where the feature extraction from 16 kHz sampled speech is done by setting an upper cutoff frequency that is lower than 4 kHz. Training on such band-limited wideband data involves mismatches in the acoustic characteristics as well as the speech style and content. Users not only tend to use narrowband headphones in acoustic environments that are different from those where the wideband microphones are used, but the distribution of words also tends to be different. Such mismatches certainly have implications for language modeling, but in this work we solely focus on improving the acoustic models for Bluetooth narrowband speech.

We find that models trained on relatively small amounts of in-domain Bluetooth narrowband audio data outperform those trained on much larger amounts of bandlimited wideband data (cf. Section 4.2). However, there is still useful information in the bandlimited wideband data. To this end, we initialize the narrowband DNN with one trained on bandlimited wideband data in that language, as shown in Figure 2. We then carry out a combination of cross-entropy training and sequence training of the DNN using the narrowband data.

4. Experiment results

We created test sets from narrowband Bluetooth headsets, about 4 hours each for four languages: Dutch (NL), Brazilian Portuguese (PT), Thai (TH), and Turkish (TR). For training data, in addition to the 50-240 hours of manually transcribed Bluetooth data for these languages, we use 400-600 hours of wideband data, also with manual transcription. We extracted acoustic features from the wideband data by band-limiting the audio as described in Section 3.

4.1. Setup

The DNN acoustic models have the following structure: the input consists of 21 contiguous frames of 40-dimensional log mel-filterbank features with global mean-variance normalization, followed by a TRAPS (temporal patterns) layer that uses a DCT transform to reduce the dimensionality in each frequency band from 21 to 11; the network has 6 hidden layers each with 1024 units, and an output layer with softmax activation and about 4500-5000 targets, corresponding to the context-dependent triphone states in a GMM-HMM acoustic model. We do not train language models specifically for the Bluetooth applications, and keep them the same between wideband and narrowband use cases for each language. For each language, the acoustic model training consists of the following steps, similar to [25]:

Figure 1: Cross-lingual initialization — the hidden layers of a DNN trained on one language, e.g., English (EN), is used to initialize the DNN for a target language, e.g., Dutch (NL). The output layer is initialized with random weights and the whole network is retrained.

Figure 2: Cross-bandwidth initialization — a DNN trained on bandlimited wideband audio is then further retrained on narrowband audio (using Dutch(NL) as an example language).
1. GMM-HMM acoustic models trained using boosted MMI (BMMI) [26] on features extracted from bandlimited wideband training data. This GMM-HMM system is used to provide initial alignment for DNN training.

2. The DNN weights are initialized either randomly or using the cross-bandwidth or the cross-lingual methods described in Sections 2 and 3.

3. The DNN is trained with the cross-entropy criterion using the initial alignment. This step is optional for cross-bandwidth initialization.

4. The DNN is updated by sequence training using the BMMI criterion. The alignments and lattices used in this step are generated by the DNN from the previous step (either 3 or 2).

### 4.2. Baselines

We establish the following DNN baselines, with random initial weights, cross-entropy training through back-propagation, followed by BMMI training, and report their accuracies in terms of Word Error Rates (WERs) in Table 1.

<table>
<thead>
<tr>
<th>Lang</th>
<th>Bandlimited 16K</th>
<th>Narrowband</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>600</td>
<td>25.7</td>
</tr>
<tr>
<td>PT</td>
<td>600</td>
<td>33.0</td>
</tr>
<tr>
<td>TH</td>
<td>400</td>
<td>38.9</td>
</tr>
<tr>
<td>TR</td>
<td>400</td>
<td>42.6</td>
</tr>
<tr>
<td></td>
<td>20hr all</td>
<td>260 24.0</td>
</tr>
<tr>
<td></td>
<td>20hr all</td>
<td>140 26.1</td>
</tr>
<tr>
<td></td>
<td>20hr all</td>
<td>50 29.8</td>
</tr>
<tr>
<td></td>
<td>20hr all</td>
<td>60 38.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lang</th>
<th>BaseWB</th>
<th>BaseNB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>24.0</td>
<td>17.4</td>
</tr>
<tr>
<td>PT</td>
<td>26.1</td>
<td>23.5</td>
</tr>
<tr>
<td>TH</td>
<td>29.8</td>
<td>20.7</td>
</tr>
<tr>
<td>TR</td>
<td>38.4</td>
<td>29.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lang</th>
<th>BaseNB</th>
<th>CB1</th>
<th>CB2</th>
<th>CB3</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>24.0</td>
<td>17.4</td>
<td>16.4</td>
<td>15.7</td>
</tr>
<tr>
<td>PT</td>
<td>26.1</td>
<td>23.5</td>
<td>22.4</td>
<td>22.2</td>
</tr>
<tr>
<td>TH</td>
<td>29.8</td>
<td>20.7</td>
<td>23.3</td>
<td>17.7</td>
</tr>
<tr>
<td>TR</td>
<td>38.4</td>
<td>29.8</td>
<td>29.1</td>
<td>31.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39.3</td>
<td>35.0</td>
<td>29.8</td>
</tr>
</tbody>
</table>

**4.4. Cross-lingual training**

In cross-lingual training, we transfer the hidden layers from one language to another. Specifically, we start from the following source language DNNs:

- **EN/ES**: a US English DNN or a European Spanish DNN, each trained on 1000 hours of bandlimited wideband training data in the respective language and achieving about 15% WERs on their respective test sets.
- **ENp**: a US English Bluetooth DNN, trained on real narrowband data, scoring about 13% WER.
- **ZHp**: a Mandarin Chinese Bluetooth DNN, trained on real narrowband data, scoring about 19% WER.

The output layer of a target language DNN is initialized with random weights and the whole network is trained using cross-entropy criterion followed by sequence training with BMMI criterion. From the results in Table 3, using just 20 hours or all of the available narrowband training data, we find:

- Using all available Bluetooth training data, training with cross-lingual initialization always significantly outperforms the baselines, regardless of the source DNN.
- Using only 20 hours of Bluetooth data, **ENp-init** outperforms the baselines for three languages (except Portuguese). In general, 20 hours training with cross-lingual initialization doesn’t bring consistent and significant gains beyond the best baselines. A plausible explanation is that with its output layer randomly initialized, the network training needs more training data, particularly given that the training updates all layers.

---

As reported in [22, 23], we also do not find a consistent difference between different sequence training criteria for DNNs.
Table 3: Cross-lingual Narrowband DNN WERs, initialized with different source-language DNNs, using 20 hours or all Bluetooth narrowband training data. (Best for each language is in **bold** style.)

<table>
<thead>
<tr>
<th>Lang</th>
<th>BaseNB</th>
<th>ES-init</th>
<th>EN-init</th>
<th>ENp-init</th>
<th>ZHp-init</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20hr</td>
<td>all</td>
<td>20hr</td>
<td>all</td>
<td>20hr</td>
</tr>
<tr>
<td>NL</td>
<td>24.0</td>
<td>24.7</td>
<td>17.0</td>
<td>29.1</td>
<td>18.8</td>
</tr>
<tr>
<td>PT</td>
<td>26.1</td>
<td>28.3</td>
<td>22.5</td>
<td>28.3</td>
<td>23.0</td>
</tr>
<tr>
<td>TH</td>
<td>29.8</td>
<td>27.2</td>
<td>21.9</td>
<td>25.9</td>
<td>21.0</td>
</tr>
<tr>
<td>TR</td>
<td>38.4</td>
<td>34.1</td>
<td>30.0</td>
<td>35.4</td>
<td><strong>29.2</strong></td>
</tr>
</tbody>
</table>

Table 4: WERs using cross-lingual transfer followed by cross-bandwidth transfer. (Best result for each language is in **bold**, and * indicates those that outperform the best results from Tables 2 and 3.)

<table>
<thead>
<tr>
<th>Lang</th>
<th>without narrowband data</th>
<th>with narrowband data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BaseWB</td>
<td>BaseWB-EN</td>
</tr>
<tr>
<td></td>
<td>20hr</td>
<td>all</td>
</tr>
<tr>
<td>NL</td>
<td>25.7</td>
<td>22.1</td>
</tr>
<tr>
<td>PT</td>
<td>33.0</td>
<td>29.4</td>
</tr>
<tr>
<td>TH</td>
<td>38.9</td>
<td>34.4</td>
</tr>
<tr>
<td>TR</td>
<td>42.8</td>
<td>38.8</td>
</tr>
</tbody>
</table>

- **ES-init** and **EN-init** demonstrate that transferring from English and Spanish DNNs brings similar gains.
- **EN-init** and **ENp-init** show different effect of cross-lingual initialization when the source network is trained from bandlimited wideband data or actual narrowband data. The latter performs better for Dutch and Thai.
- **ENp-init** outperforms **ZHp-init** for three languages, with the exception of Portuguese.

4.5. Combined cross-lingual and cross-bandwidth transfer

When initially training a DNN on bandlimited wideband data in a new language, one need not start with random weights, as was done to establish a controlled baseline in Table 1, but may initialize the hidden layers with those of a DNN in an already supported language. For the experiments reported in this section, we initialize the hidden layers from the bandlimited US English DNN. We call this **BaseWB-EN** in Table 4 and by contrasting with the corresponding randomly initialized **BaseWB** DNNs from Table 1 we find nearly 4% absolute WER reduction from cross-lingual transfer.

Starting from this new bandlimited wideband DNN (**BaseWB-EN**), we perform the cross-bandwidth transfer experiments (**CB1, CB2, CB3**) of Section 4.3. **Table 4** shows that the resultant DNNs, i.e. **BaseWB-EN-CB1**, **BaseWB-EN-CB2** and **BaseWB-EN-CB3**, outperform both **BaseWB-EN** and **BaseNB**. The best performing methods are **BaseWB-EN-CB1** and **BaseWB-EN-CB3**, which use initial weights from the hidden layers of an English DNN, leverage both bandlimited wideband data and narrowband data, and end with BMMI training using narrowband data.

5. Conclusions and Discussion

We leverage knowledge from other speech recognition tasks to improve DNN acoustic models for narrowband Bluetooth applications. Such knowledge is obtained through network initialization, specifically using weights from a previous network trained on bandlimited wideband data or for a different language.

Our experiments demonstrate significant accuracy improvements obtained by cross-bandwidth and cross-lingual initialization. Furthermore, we provide training recipes in consideration of realistic acoustic model development scenarios. For example, with a small amount (e.g., 20 hours) of narrowband data, cross-bandwidth methods **CB1** and **CB3** first train on bandlimited wideband data, and outperform baseline models trained with even much more Bluetooth data. On the other hand, given that we already have models for widely used languages, if minimizing training time for a new language is a priority, cross-lingual methods can train faster, directly on only the Bluetooth data, compared to the cross-bandwidth methods. Further performance improvement can be achieved by using both cross-lingual and cross-bandwidth transfer approaches as shown in Section 4.5.

This work focuses on improvements using these methods without adjusting other parts of the acoustic model training approach. However, we believe that adjustments in training would lead to more effective use of cross-lingual or cross-bandwidth knowledge. For example, since the output layer weights are randomly initialized with cross-lingual initialization, updating only the output layer with non-output layers frozen proves to be a beneficial discriminative pretraining in the literature as well as in our follow-up experiments. However, that usually requires additional hyper parameter tuning. Similarly, when doing cross-lingual and cross-bandwidth transfer, it would be worth comparing with the situation where the weights are transferred from a DNN that is only trained with cross-entropy and not sequence training, while the final models are still sequence-trained.
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