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Abstract

Neural networks have proven their ability to be usefully applied as component of a speech enhancement system. This is based on the known feature of neural nets to map regions inside a feature space to other regions. It can be taken to map noisy magnitude spectra to clean spectra. This way the net can be used to substitute an adaptive filtering in the spectral domain. We set up such a system and compared its performance against a known adaptive filtering approach in terms of speech quality and in terms of recognition rate. It is a still not fully answered question how far the speech quality can be enhanced by modifying not only the magnitude but also the spectral phase and how this phase modification could be realized. Before trying to use a neural network for a possible modification of the phase spectrum we ran a set of oracle experiments to find out how far the quality can be improved by modifying the magnitude and/or the phase spectrum in voiced segments. It turns out that the simultaneous modification of magnitude and phase spectrum has the potential for a considerable improvement of the speech quality in comparison to modifying the magnitude or the phase only.
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1. Introduction

Deep neural networks (DNN) are already used as state-of-the-art component in automatic speech recognition (ASR) for some years. In the past few years they also led to remarkable improvements in the field of speech enhancement. Very promising approaches that significantly outperform classical adaptive filtering are presented, e.g. in [1]. Neural networks are usually trained to map the logarithmic magnitude spectra of noisy signals to the corresponding magnitude spectra of the clean signal where the spectral analysis is done by means of a Short-Time Fourier Transform (STFT). The optimization of this spectral estimation approach includes for example the choice of an appropriate network topology and appropriate training parameters, the expansion of the training data to consider further noise scenarios, the usage of further features as input to the net and the application of a multi-objective-learning to jointly estimate secondary target parameters [1], [2]. Most often, the phase information is not taken into account. An overview about phase-aware signal processing is given in [3]. To obtain the enhanced time domain signal, the STFT-phase of the noisy signal is used along with the STFT magnitude spectra estimated by the DNN.

This paper aims to analyze the influence of modifying the magnitude spectra and the phase spectra for DNN-based speech enhancement methods. The potential for improvement in different applications by modifying the STFT phase spectra has been shown in different studies, e.g. [4], [5]. A method is presented in [6] for the reconstruction of the STFT-phase in voiced segments only. The method intends to provide a consistent phase in consecutive speech frames of the STFT analysis scheme based on a harmonic model of speech production. An approach of combining the estimation of the magnitude spectra by means of a DNN and a STFT-phase reconstruction has been investigated in [7]. This phase-reconstruction method is mainly based on the well-known Griffin-Lim-Algorithm [8]. Therefore, its efficiency is mainly determined by the quality of the magnitude spectrum estimation. Overall, the influence of a phase modification - especially its potential in DNN-based speech enhancement methods - is still an open issue that is not completely clear.

In this paper we would like to contribute to the clarification of this issue. We present a DNN based method and its efficiency to enhance noisy speech by modifying the magnitude spectrum in the STFT domain. Its potential is evaluated by measuring the speech-quality with the ITU-T recommended algorithm for the perceptual evaluation of speech quality (PESQ) [9] where the PESQ-MOS value is used as quantitative measure [10]. On the other hand, we evaluate the noise reduction capabilities by running a set of recognition experiments on the Aurora-4 corpus [11]. As basis for the DNN-HMM-based ASR we use the Kaldi framework [12]. We investigate the capability for enhancing speech with a set of oracle experiments where we substitute the noisy spectral magnitude and/or the spectral phase by the corresponding components of the clean signal.

2. DNN-based enhancement using magnitude modification in the STFT-domain

Similar to [1] we train deep neural networks to map the logarithmic short-term magnitude spectra of noisy signals to the corresponding spectra of the clean signal. The STFT of a signal $x[n]$ is thereby defined as the Discrete Fourier Transform (DFT) of equally windowed, overlapping segments of the signal. For a window-function $w[n]$, a hop size $H \in \mathbb{N}$ and a DFT-length $N \in \mathbb{N}$ this can be defined as

$$X_k \triangleq \mathcal{DFT} \left( \left( x[n + m \cdot H] \cdot w[n] \right)_{n = 0}^{N-1} \right). \quad (1)$$

The DFT frequency index is $k \in \mathbb{Z}$. $m \in \mathbb{Z}$ is the time index referring to an individual windowed segment. At a sample frequency $f_s = 16$ kHz we use a Hamming window with 400 samples length, a DFT-length $N = 512$ and a hop size $H = 160$. We use three successive log-magnitude spectra with $N/2 + 1 = 257$ components each as input to the neural net. As described as "noise aware training" in [13] we combine the three spectra with a spectral estimate of the background noise. We apply a method [14] to estimate the logarithmic noise spectrum under the assumption of a stationary noise signal in the background. This estimate is also needed to realize the class-
In this work we use signals of the Aurora-4 corpus [11], [15] that contain distorted versions of clean signals from the WSJ0-Corpus (Wall Street Journal) [16], [17]. The noisy signals have been artificially created by adding noise signals of six different scenarios (airport, babble, car, restaurant, street and train) to clean signals. The Aurora-4 framework can be used to run experiments and achieve comparable recognition results in the field of robust recognition. A 14 h training set is available for training a recognition system in multi-condition mode that includes noisy data for the six noise scenarios with random SNRs between 10 and 20 dB. This 14 hour set with a total of 5.4 million short-term spectra is used to train the neural networks. For evaluation Aurora-4 includes a test set with 330 speech signals from speakers not used in the training set. Distorted versions of the 330 signals are available for the six noise conditions with a randomly selected SNR between 5 and 15 dB. To evaluate the robustness of the noise reduction method we created four further noisy versions as an additional test set for the scenarios bus, ICE-train, lobby and local-train using randomly applied SNRs in the same range as in the original test-set. Thus, we want to cover the case of noisy scenarios that have not been used while training the neural net. We refer to this as the additional test-set to distinguish it from the standard Aurora-4 test-set. In this paper we work with signals sampled at a frequency $f_s = 16$ kHz. For measuring speech quality we process the whole set of 330 signals in each noise condition and calculate the average PESQ value. For recognition, we apply the example script for the Aurora-4 corpus as provided within the Kaldi framework to achieve comparable and reproducible results.

### 2.2. Training of deep neural networks for noise reduction

The deep neural network applied as component of the noise reduction scheme is trained with two different frameworks. Thus, we want to compare both frameworks with respect to their suitability for this task of mapping noisy spectra to clean ones. First, we apply the so called NNET1 training procedure which is a tool within the Kaldi framework that is usually taken to train a neural network as component of a recognition system. Alternatively we apply the training tool of Keras using TensorFlow as the backend. To distinguish the aforementioned Kaldi DNN-based ASR and this noise reduction DNN we refer to the first one as Kaldi DNN-HMM-ASR and to the second one simply as the Kaldi DNN.

The objective function used for training is the mean squared error. The learning rate is adaptively halved if the validation loss is not decreasing anymore. The exact rule for this varies due to the different implementations in Kaldi and Keras. At our implementation in Keras the learning rate usually decreases later than in the Kaldi NNET1-implementation. The initial learning rate value is $10^{-5}$ in both cases. In Kaldi a mini-batch Stochastic Gradient Descent (SGD) training is used. In Keras we used the RMSProp optimizer instead. The mini-batch size in both cases is 256. In general, all hidden layers of a network contain the same number of neurons, tanh is used as the activation function. The activation at the output layer is the identity function. While training we varied the number of hidden layers as well as the number of neurons per layer to find the neural network configuration with the lowest validation loss.

Training with Keras, the loss continuously decreases for increasing network size. We looked at a maximum number of 8 hidden layers and a maximum number of 2000 neurons per layer to limit the computational load. We would expect further small improvements for a still increasing network size. However, using Kaldi we find an optimum at a network size of 256. In general, all hidden layers of a network contain the same number of neurons, tanh is used as the activation function. The activation at the output layer is the identity function. While training we varied the number of hidden layers as well as the number of neurons per layer to find the neural network configuration with the lowest validation loss.

### 2.3. Results using the STFT-phase of the noisy signal for synthesis

Calculating the PESQ-MOS on the signals of the test sets after applying a classical adaptive filtering or the aforementioned DNN-based noise reduction we achieved the results listed in table 1. The shown numbers are the mean PESQ values over the six noise scenarios included in Aurora-4 respectively over the four additional noise conditions. The adaptive filtering has been developed as part of earlier work [18]. It contains a cepstral smoothing technique [19] to reduce the amount of musical tones. We achieve higher PESQ mean values with the DNN-based enhancement methods in comparison to the adaptive filtering approach. The use of the Keras DNN results in higher PESQ values than the Kaldi DNN probably due to its larger network size.

As expected, the improvement in speech quality by the DNN-based methods is lower for the noise scenarios of the additional test set as for the Aurora-4 scenarios that have been
used for training the neural net. This indicates an insufficient generalization to noise types not seen in the training phase. In table 2 the results are analyzed a bit more in detail by listing the mean PESQ values for a few selected noise types. The key benefit of DNN-based noise reduction becomes obvious. The DNN-based methods are just slightly better than the adaptive filtering in case of stationary noise types like car or ICE. But for non stationary noise types like babble or lobby the improvement is significantly higher.

Table 2: Selected PESQ-MOS mean values for noise types in the Aurora-4 test set (middle) and the additional test set (right)

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>clean</th>
<th>babble</th>
<th>car</th>
<th>ICE</th>
<th>lobby</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noisy (no enhancement)</td>
<td>4.549</td>
<td>4.445</td>
<td>3.994</td>
<td>4.103</td>
<td>2.931</td>
</tr>
<tr>
<td>Adaptive Filtering</td>
<td>4.193</td>
<td>2.191</td>
<td>2.441</td>
<td>2.539</td>
<td>2.264</td>
</tr>
<tr>
<td>DNN (Kaldi)</td>
<td>3.215</td>
<td>2.760</td>
<td>2.899</td>
<td>3.031</td>
<td>2.429</td>
</tr>
<tr>
<td>DNN (Keras)</td>
<td>1.971</td>
<td>2.269</td>
<td>2.896</td>
<td>3.197</td>
<td>2.429</td>
</tr>
</tbody>
</table>

The advantage of the DNN based approach over the adaptive filtering can also be observed in automatic speech recognition. The methods are applied to create noise reduced speech signals that are taken as input to a Kaldi DNN-HMM-ASR recognition system. In table 3 the word error rates are listed for the case of training the neural net inside the recognition system on clean data only. We observe already a considerable reduction of the error rates when applying the adaptive filtering. But these results are outperformed by the ones achieved with the DNN based enhancement. Again the Keras DNN leads to better results than the Kaldi DNN. Both perform better on the Aurora-4 test set than on the additional set.

Table 3: Word-error-rates of a clean-trained Kaldi DNN-HMM-ASR for noisy signals enhanced by different methods

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Aurora-4</th>
<th>Additional Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noisy (no preprocessing)</td>
<td>53.4 %</td>
<td>42.7 %</td>
</tr>
<tr>
<td>Adaptive Filtering</td>
<td>33.2 %</td>
<td>28.3 %</td>
</tr>
<tr>
<td>DNN (Kaldi)</td>
<td>12.0 %</td>
<td>19.3 %</td>
</tr>
<tr>
<td>DNN (Keras)</td>
<td>11.0 %</td>
<td>17.2 %</td>
</tr>
</tbody>
</table>

Usually a multi-condition training is applied for increasing the robustness. For the sake of completeness the word error rates are listed in table 4 for the DNN-HMM-ASR system trained in multi-condition mode. As expected, the error rates are higher for the enhanced signals than for the noisy signals due to the double application of the DNN as part of the enhancement method and as component of the recognition framework and due to the small artificial distortions that are introduced by the enhancement processing.

2.4. Oracle experiment using the STFT-phase of the clean signal for synthesis

So far, we used the STFT-phase of the noisy signal to transform back the enhanced spectra to the time-domain. To analyze the influence of the phase-information in such a DNN-based speech enhancement method we run an oracle experiment where we use the phase of the clean signal instead. Referring to figure 1 now we apply the lower right block arg(·) on the STFT of the corresponding clean signal $x_{\text{clean}}[n]$ instead $x_{\text{noisy}}[n]$. The PESQ mean values are listed in table 5 to compare the speech quality with noisy and with oracle-clean phase.

Table 5: Comparison of the influence of the STFT-phase on PESQ values in DNN-based speech enhancement

<table>
<thead>
<tr>
<th>Method</th>
<th>Aurora-4</th>
<th>Additional Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN /w noisy-phase</td>
<td>2.615</td>
<td>2.429</td>
</tr>
<tr>
<td>DNN /w clean-phase</td>
<td>2.948</td>
<td>2.736</td>
</tr>
</tbody>
</table>

For both sets we observe an improvement of about 0.3 in PESQ on average over all utterances due to applying the STFT-phase of the clean signal. This implies that the modification of the noisy phase has the potential of further improving the speech quality with DNN based speech enhancement methods that already provide a good estimation of the clean magnitude spectrum.

Of course in real applications the phase information of the clean signal is not available and an estimation of the clean phase has to be made. It is a well known fact that such phase estimations are far more challenging than magnitude estimation due to the unpleasant mathematic nature of the phase. As stated in the introduction, there already exist a few methods to modify the phase in the STFT-domain. As a new aspect we focus on an alternative approach that is based on a pitch synchronous analysis and synthesis in voiced speech. We analyze the influence of the magnitude spectrum and the phase spectrum in such a domain.

3. Oracle experiments based on a pitch synchronous analysis and synthesis

Most DNN-based noise reduction methods work in the STFT-domain and are applied on the entire speech signal with a constant window size regardless whether a segment contains voiced or voiceless speech. However, it is well known that voiced segments greatly contribute to speech quality. Therefore, we designed a set of oracle experiments to evaluate and quantify the effects of modifying the magnitude and phase spectrum in voiced segments based on a pitch synchronous analysis and synthesis. The modification is applied as a post processing on the enhanced signal after the DNN based modification of the magnitude spectrum. Especially, we want to analyze whether it is advisable to focus on a magnitude-only or on a phase-only modification or on the joint improvement of both.
3.1. Description of the experiment

The processing scheme of the oracle experiments is shown in figure 2 containing several switches to visualize different processing options. First, a noisy signal is enhanced with the DNN based processing shown in figure 1. We use the Keras DNN that provides better quality. We perform a detection of voiced segments either on the enhanced signal or as an oracle experiment on the clean signal. The detection method is a modified version of [20]. It is based on a first rough estimation of the pitch with a cepstral analysis technique and a more precise determination of the pitch periods based on a correlation analysis of several pitch periods. As output we get the sample positions of each pitch period and a correlation value between 0 and 1 defining the similarity of succeeding pitch periods. The voiced/unvoiced detection is done with a predefined correlation threshold. The length of the detected voiced segment increases for a lower threshold. We look at the two correlation thresholds of 0.55 and 0.7 to compare the influence of detecting more and longer segments versus the opposite case.

A DFT is applied on the detected pitch periods with a transformation length equal to the period length. We analyze each single period of an almost periodic signal. Therefore the error due to the leakage effect of the DFT is very low. The output values of the DFT approximately reflect the short term magnitude and phase spectrum at the fundamental frequency \( f_p \) and its harmonics. Alternatively, the same periods of the clean signal are analyzed as an oracle experiment. Thus, we can look at all possible combinations of the magnitude and the phase spectra taken from the enhanced or from the clean signal. These spectra are transformed back to the time domain. During voiced segments the enhanced signal is substituted by the resynthesized signal. Using magnitude and phase of the clean signal results in the complete substitution of the enhanced signal by the clean signal.

3.2. Interpretation of results

It is noteworthy that the sole substitution of the noisy phase spectra by their clean counterpart is quite insignificant with a mean PESQ improvement less than 0.05, as listed in table 5. At first sight, this seems to be contradictory to the results shown in table 5. However, the type of analysis and synthesis is quite different at both points. In particular, the inconsistency of the STFT plays a major role using the overlap add synthesis scheme. The effect of adding overlapping resynthesized speech segments largely contributes to the observed improvement shown in table 5.

Substituting only the magnitude DFT spectra of the noisy signal leads to a higher PESQ improvement than the substitution of the phase only. Our experiments with the oracle pitch detection using the clean signal and with the different correlation thresholds state that the potential of such methods depends on the quality of the pitch detection. If applying the pitch detection on the clean signal instead on the DNN enhanced signal, the mean PESQ values approximately double and reach values between 0.105 and 0.166. Obviously, the pitch detection has a problem to detect voiced segments in the enhanced signal. These parts of the voiced speech that are not detected seem to carry the potential for a further quality improvement. Therefore, a further improvement of the pitch detection algorithm is required for a pitch synchronous speech enhancement. Finally, the experiments state that the joint modification of magnitude and phase spectra achieves far better results than a magnitude-only modification or a phase-only modification. In the best case of our oracle experiments this can lead to an improvement of 0.3 on top of the already achieved DNN-STFT-enhancement.

4. Conclusion and outlook

In this work we set up a DNN-based speech enhancement method that is based on a mapping of the noisy magnitude spectra to the corresponding clean spectra. We evaluated this method in terms of improving the PESQ value as measure for the speech quality and in terms of improving the recognition rate of an ASR system. Furthermore, we showed in this context that the STFT-phase holds potential for further improvement. Based on a pitch synchronous post processing of voiced segments we run a set of oracle experiments. We identified the simultaneous modification of magnitude and phase spectra as the best choice to further improve the speech quality. Modifying only the magnitude or only the phase clearly has less potential. By applying a pitch synchronous DFT analysis we reduce the complexity in comparison to a STFT analysis with a fixed window size. Furthermore, we hope that these pitch synchronous spectra make it easier to estimate not only an enhanced version of the magnitude spectrum but also an enhanced version of the phase spectrum by applying a deep neural network. Our future work will focus on this topic.
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