Computational simulations of temporal vocalization behavior in adult-child interaction
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Abstract
The purpose of the present study was to introduce a computational simulation of timing in child-adult interaction. The simulation uses temporal information from real adult-child interactions as default temporal behavior of two simulated agents. Dependencies between the agents’ behavior are added, and how the simulated interactions compare to real interaction data as a result is investigated. In the present study, the real data consisted of transcriptions of a mother interacting with her 12-month-old child, and the data simulated was vocalizations. The first experiment shows that although the two agents generate vocalizations according to the temporal characteristics of the interlocutors in the real data, simulated interaction with no contingencies between the two agents’ behavior differs from real interaction data. In the second experiment, a contingency was introduced to the simulation: the likelihood that the adult agent initiated a vocalization if the child agent was already vocalizing. Overall, the simulated data is more similar to the real interaction data when the adult agent is less likely to start speaking while the child agent vocalizes. The results are in line with previous studies on turn-taking in parent-child interaction at comparable ages. This illustrates that computational simulations are useful tools when investigating parent-child interactions.
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1. Introduction
As interlocutors communicate, a number of distinct but coordinated systems are set to work, such as vocalizations [1, 2], breathing [3, 4], gestures [5, 6], touch behavior [7], and gaze patterns [8]. Researchers have for a long time captured these behaviors in transcribed form, and descriptions of how they might be coordinated and used in communication abound [9, 10, 11].

Interlocutors tend to modify their behaviour depending on the behaviour of the interactional partner, a phenomenon called entrainment. In terms of vocal behavior, speakers have been shown to adjust for example their speaking rate [12] and their utterance duration [13] to be more similar to that of their conversational partner. Entrainment has also been found for non-verbal behaviors such as bodily postures during conversation [14]. Interaction can thus be described as a highly adaptive process.

When the one interlocutor is an adult and the other a child or infant, adaptations on part of the adult have often been the focus. Numerous studies have shown various ways in which adults modify their behavior when interacting with children. For example, adults’ adaptation when interacting with children is not limited to vocalizations; adults interacting with children differ in their handling of interaction patterns and breaches of the same, compared to when they interact with other adults [15]. Speech directed to infants or children differs from speech directed to adults (for a review, see [16]), for example in terms of exaggerated prosodic variation [17, 18] and different weighting of phonetic cues [19, 20]. Another aspect of speech known to be modified when speaking to children is temporal characteristics of vocalization behavior. Utterances are typically shorter [21], and pauses longer [22, 18], although both utterance duration and pause duration vary depending on the age of the child [23].

Further, adults show different temporal vocalization behavior depending on the linguistic proficiency of the child [24].

All in all, adult-child interaction is typically characterized by a high degree of adaptation on the part of the adult. Although adaptive behavior has in some cases been observed also on the part of the child [25], it has been relatively less studied.

1.1. The present study
The purpose of this study is to introduce a computational model of interaction between an adult and a child. The model simulates parent-child interactions based on temporal characteristics of real interaction data, and explores the impact of dependencies between the two interlocutors’ behavior. In essence, the model generates a simulated interaction between two agents, and different ways in which the agents can adapt their behavior to each other can be explored.

In the present paper, two experiments will be reported, both simulations of vocal behavior of a 12-month-old infant and his mother. The purpose of the first experiment is to confirm that there are dependencies between the interlocutors’ vocal behaviors by simulating a situation where there are no dependencies. It is expected that the simulated interactions in this experiment differ from the real interaction used as model. The purpose of the second experiment is to illustrate the impact of adding a contingency to the simulation. Specifically, the likelihood of the adult agent starting to vocalize when the child agent is already vocalizing will be manipulated. Previous research shows that parents tend to co-vocalize with their infants when the infants are very young [26], whereas when the infants are somewhat older, nine months have been reported, parents and child take turns to vocalize [27]. Based on this, and the fact that the child in the modeled interaction is older than nine months, it is expected that a lower probability of adult agent co-vocalizing with the child agent will result in the simulated interactions being more similar to the real data, and vice versa.

2. Method

2.1. Real data
Real interaction data was in the present study based on a recording of a mother interacting with her 12-month-old son. The recording was one of several collected within a longitudinal project on early parent-child interaction (MINT, Marcus and Amalia Wallenberg Foundation, 2011.007). A total of 75 fam-
Figure 1: The audio recordings were transcribed, and converted into down-sampled speaker state arrays. The state consisted of a series of ones and zeros (here illustrated by gray and white boxes respectively). The speaker state arrays of the parent and the child were converted into an interaction state array, denoting the combined state of the two speakers: silence (white boxes), only adult is vocalizing (light gray boxes), only child is vocalizing (dark gray boxes), or overlap (black boxes).

Families contributed to the project, parents visiting the laboratory with their child at three-month intervals from the age of three months up to their fourth birthday (every sixth months during the last year). During each lab session, parents and children were recorded while engaged in free play and a number of guided activities and tests. The recordings were annotated according to an extensive mark-up scheme, including both non-vocal behavior such as gaze and touch, as well as transcriptions of parent, child and experimenter vocalizations (for a more in-depth description, see [28]).

One child was randomly selected as model for the simulations in the present study. No hearing issues were reported for the child, nor any speech or language delays for any member of the family. Both parents were native speakers of Swedish. The rationale for using the selected session, with a 12-month-old child, was to ensure there would be vocal behavior to model on the part of both adult and child.

Time-stamped transcriptions of vocalizations from the recorded interaction session were down-sampled to 500 ms time frames, and converted into speaker state arrays. A speaker state array essentially consists of a series of zeros and ones, in which each digit represent a time frame and encodes the state of the speaker (1 = speaker is vocalizing, 0 = speaker is silent). The real data was further converted into an interactional state array, in order to be readily comparable to the simulated data (see Figure 1). The interactional state array is similar to a speaker state array, except that instead of encoding a single speaker’s state of vocalization, it encodes the current state of the vocal interaction between the two speakers. If both speakers are vocalizing, the state for that time segment is overlap, whereas if none of the speakers are vocalizing, the state is silence. If only the adult is vocalizing, the interaction state is adult vocalization, and if only the child is vocalizing the interaction state is child vocalization.

For comparison with simulated data, short sections were sampled at random time points from the interaction state array of the entire recording. The number of samples drawn from the real data, as well as their duration, were always matched to the number of simulated samples and their duration. Original transcriptions were performed in ELAN [29], and all following operations were done in Mathematica 9 (Wolfram Research Inc., Champaign, Illinois, USA).

2.2. Simulated data

In essence, the simulated data consists of speaker state arrays; generated frame-by-frame in time frames of 500 ms, for each of the simulated speakers, the agents. The temporal characteristics of the simulated arrays, that is, how long each state lasts, are modeled on temporal information from the real data (downsampled and converted to speaker state arrays). The duration of vocalizations and silences were extracted for each of the speakers, and probability functions created for the agents. The probability functions determine the likelihood of a vocalization state change for each of the agents. For example, if the adult agent is currently vocalizing (speaker state = 1), and the immediate state history reveals that this is the fourth segment of vocalization in a row (current vocalization duration = 2000 ms), the probability function dictates a 70% probability of a change of state (the agent stops vocalizing). This probability is calculated based on the agent’s vocalization durations in the real data.

When dependencies are added between speakers, an agent’s probability of a state change is not only dependent on the agent’s own probability function based in its state and state history, but also upon the immediately preceding state of the other agent. In the present setup, any dependency is varied between -1 and 1 in steps of 0.25, and its value is added to the agent’s current probability of a state change (based on the probability function as described above), although the combined probability naturally has a floor at 0 and a ceiling at 1.

Each simulated segment was 60 seconds in total. In each run of the simulation, 50 such interaction segments were generated. For each segment, an interaction state was created based on the simulated speaker state arrays, to enable comparison between simulated interaction data and real interaction data. All operations were done in Mathematica 9 (Wolfram Research Inc., Champaign, Illinois, USA).
2. Real and simulated data differ in terms of number of adult vocalizations, number of child vocalizations, number of silences, duration of adult vocalizations, duration of child vocalizations, and duration of overlaps. The results were stable across runs for all measures, except for duration of silences. While in the majority of the runs there was no difference between real and simulated data for this measure, in 30% of the runs there was a difference. Still, five out of eight interactional timing measures differ consistently between the simulated and real interactional data when there is no dependency between the two agents in the simulations.

In Experiment 2, the likelihood of the adult agent starting to vocalize while the child agent was already vocalizing was varied. Three interactional measures were influenced by the variation: number of child vocalizations, child vocalization duration, and number of overlaps.

Number of child vocalizations in Experiment 2 can be found in Figure 3, top panel. Low probability of the adult agent starting to vocalize while the child agent is vocalizing resulted in real and simulated interaction data being indistinguishable from each other. When there was no dependency (value 0 in the figure) or the probability of the adult agent to start vocalizing while the child agent was vocalizing was high, the number of infant vocalizations was higher in the simulated data than in the real data.

Child vocalization duration in Experiment 2 is found in Figure 3, middle panel. The measure does not differ between real and simulated data when the adult agent is unlikely to start vocalizing if the child agent is vocalizing. With increased likelihood of the adult agent starting to vocalize while the child agent is already vocalizing, real and simulated data differ, with child vocalizations being shorter in the simulated data than in the real data.

Number of overlaps in Experiment 2 is shown in Figure 3, bottom panel. With low probability of the adult agent starting to vocalize while the child agent is vocalizing, the number of overlaps is smaller than in the real data, and vice versa. When there is no dependency (value 0 in the figure), there is no difference between real and simulated data.

The remaining five interaction measures stayed unchanged despite the variation in dependency. Number of adult vocalizations, number of silences, duration of adult vocalizations and duration of overlaps differed between the simulated interactional data and the real interactional data, regardless of the adult agent’s behavior in the simulation. The silence durations

2.3. Experiments

In both experiments the focus was on vocal behavior. In Experiment 1, no dependencies were added to the simulated interaction. That is, the adult agent and the child agent each modeled the temporal characteristics of the real interactants, but with no relation between them. In Experiment 2, a dependency on the part of the adult was added. The probability of the adult agent starting to vocalize while the child agent was vocalizing was varied from one extreme (the adult agent never starts to vocalize if the child agent is vocalizing), via no dependency (the probability of the adult agent starting to vocalize is unrelated to whether the child agent is vocalizing or not), to the other extreme (the adult agent always starts to vocalize if the child agent is vocalizing).

2.4. Comparison

Each run of the simulation generated 50 simulated interaction state arrays and 50 samples from the real interaction state array. For each of those, the number of occurrences of each of the four states was counted (a segment with the same state repeated for any given duration is counted as one occurrence), and the mean duration of each state’s segments was calculated. The mean and 95% confidence interval for each of those measures were then calculated for the entire run, based on all 50 samples.

In order to make sure patterns found in the results were stable, the simulation was run ten times for each condition. In Experiment 1, this entails a total of ten runs. In Experiment 2, the simulation was run ten times per value on the dependency variable, that is, a total of 90 times. A result was deemed stable for a given interaction measure if the confidence intervals did or did not overlap consistently in at least nine out of ten runs.

3. Results

Considering the high number of data points in each simulation, and the fact that each simulation was run multiple times in order to establish a stable pattern of results (see Method, Comparison), a visual representation of the overall result pattern is reported in lieu of specific statistical tests. The mean value of each measure, as well as its 95% confidence interval, is found in the figures.

The comparison between the simulated interaction data and the real interaction data of Experiment 1 can be seen in Figure 2. Real and simulated data differ in terms of mean interactional state count (left) and mean interactional state duration in ms (right). Dark columns show real interactional data, light columns show simulated interactional data. Error bars denote the 95% confidence interval.

Figure 2: The result patterns from Experiment 1, in terms of mean interactional state count (left) and mean interactional state duration in ms (right). Dark columns show real interactional data, light columns show simulated interactional data. Error bars denote the 95% confidence interval.
and longer overlaps than coordinated interaction between the
would figure that random vocalizations would generate more
overlaps are actually longer in the real data. Intuitively, one
randomly next to each other. Interestingly, the duration of the
would if the parent and the child would just be vocalizing ran-
means overlaps happen in the real data just as often as they
the present paper capture an aspect of functioning interaction.
More importantly, this demonstrates that the measures used in
tants typically adapt their behavior to each other [12, 13, 14].
ious knowledge about interaction as a process in which interac-
tive behavior in any modality can be simulated. Finally,
dependencies can be added and tested, separately or in com-
and it has given rise to new areas of interest to study further.
ations and previous knowledge about parent-child interaction,
in adult-child interactions. The results were in line with expec-
sion of a computational model of temporal interaction behavior
simulated data should be explored.
All in all, the present study is a successful first introduc-
tion of a computational model of temporal interaction behavior
in adult-child interactions. The results were in line with expec-
tations and previous knowledge about parent-child interaction,
and it has given rise to new areas of interest to study further.
The model is versatile, in the sense that a large number of
dependencies can be added and tested, separately or in combi-
ination. Further, it is not restricted to vocal behavior, but in-
teractional behavior in any modality can be simulated. Finally,
different sets of interaction data can be used as a model, for ex-
ample parent-child interaction with children of different ages.
The model presented here thus has the potential to contribute
to a comprehensive picture of the multi-modal behaviors that
constitute interaction.
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