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Abstract

Sentence-level classification and sequential labeling are two fundamental tasks in language understanding. While these two tasks are usually modeled separately, in reality, they are often correlated, for example in intent classification and slot filling. To utilize the potential benefits from their correlations, we propose a jointly trained model for learning the two tasks simultaneously via Long Short-Term Memory (LSTM) networks. This model predicts the sentence-level category and the word-level label sequence from the stepwise output hidden representations of LSTM. We also introduce a novel mechanism of “sparse attention” to weigh words differently based on their semantic relevance to sentence-level classification. The proposed method outperforms baseline models on ATIS and TREC datasets.

Index Terms: intent classification, slot filling, spoken language understanding

1. Introduction

We consider the dichotomy between two important tasks in spoken language understanding: the global task of sentence-level classification, such as intention or sentiment, and the local task of sequence labeling or semantic constituent extraction, such as slot filling or named-entity recognition (NER). Conventionally, these two tasks are modeled separately, with algorithms such as SVM\cite{1} for the former, and Conditional Random Fields (CRF)\cite{2} or structured perceptron\cite{3} for the latter.

In reality, however, these two tasks are often correlated. Consider the problems of sentence topic classification and NER in Figure 1. Different sentence-level classifications provide different priors for each word’s label; for example if we know the sentence is about IT news then the word “Apple” is almost certainly about the company. Likewise, different word-level label sequence also influence the sentence-level category distribution; for example if we know the word “Apple” is about fruits then the sentence topic is more likely to be agricultural.

Indeed, previous work has explored joint modeling between the two tasks. For example, Jeong and Lee\cite{4} propose a discrete CRF model for joint training of sentence-level classification and sequence labeling. A follow-up work\cite{5} leverages the feature representation power of convolution neural networks (CNNs) to make the CRF model generalize better for unseen data. However, the above CRF-based methods still suffer from the following limitations: firstly, although CRF is trained globally, it still lacks the ability for capturing long-term memory at each time step which is crucial for sentence-level classification and sequential labeling problem; secondly, the CNNs-based CRF\cite{5} only use CNNs for nonlinear local feature extraction. But globally, it is still a linear model which has limited generalization power to unseen data.
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Indeed, previous work has explored joint modeling between the two tasks. For example, Jeong and Lee\cite{4} propose a discrete CRF model for joint training of sentence-level classification and sequence labeling. A follow-up work\cite{5} leverages the feature representation power of convolution neural networks (CNNs) to make the CRF model generalize better for unseen data. However, the above CRF-based methods still suffer from the following limitations: firstly, although CRF is trained globally, it still lacks the ability for capturing long-term memory at each time step which is crucial for sentence-level classification and sequential labeling problem; secondly, the CNNs-based CRF\cite{5} only use CNNs for nonlinear local feature extraction. But globally, it is still a linear model which has limited generalization power to unseen data.

In order to overcome the two above issues, we propose a novel LSTM-based model to jointly train sentence-level classification and sequence labeling, which incorporates long-term memory and nonlinearity both locally and globally. We make the following contributions:

- Our Long Short-Term Memory (LSTM)\cite{6} network analyzes the sentence using features extracted by a convolutional layer. Basically, each word-level label is greedily determined by the hidden representation from LSTM in each step, and the global sentence category is determined by an aggregate (e.g., pooling) of hidden representations from all steps (Sec. 3.1).

- We also propose a novel sparse attention model which promotes important words in a given sentence and demotes semantically vacuous words (Fig. 2; Sec. 3.2).

- Finally, we develop a latent variable version of our jointly trained model which can be trained for the single task of sentence classification by treating word-level labels as latent information (Sec. 3.3).

2. LSTM for Labeling and Classification

We use LSTM to model the representation of the sentence at each word step, which is powerful in modeling sentence semantics\cite{7,8}. Assume the length of the sentence is N. LSTM represents the meaning of the sentence at the t-th word by a pair of vectors $(h_t, c_t) ∈ (\mathbb{R}^d, \mathbb{R}^d)$, where $h_t$ is the output hidden representation of the word, $c_t$ is the memory of the network, and $d$ is the number of dimensions of the representation space:
Figure 3: Jointly trained sequence labeling and sentence classification. The green mask means that convolution operate between one previous tag and two surrounding words (when window size is 3). \( \Psi \) is the attention function in Eq. 5. Here the sentence length is \( N=8 \).

In LSTM, at time step \( t \), only information of the current word \( x_t \) is being fed into the network. This mechanism overlooks the problem that the meanings of the same word in different contexts might vary (cf. Fig. 1). In particular, words that follow \( x_t \) are not represented at step \( t \) in LSTM.

This observation motivates us to include more contextual information around the current word and previous tags as part of the input to LSTM. We employ convolutional neural network (CNN) to automatically mine the meaningful knowledge from both the context of word \( x_t \) and previous tags \( T_{t-1} \), and use this knowledge as the input for LSTM. We formally define the new input for LSTM as:

\[
\tilde{x}_t = f_{\text{conv}}(W_{\text{conv}} \cdot x_{t:k} + b_{\text{conv}})
\]

where \( f_{\text{conv}} \) is a non-linear activation function like rectified linear unit (ReLU) or sigmoid, and \( x_{t:k} \) is a vector representing the context of word \( x_t \) and previous tags \( T_{t-k} \), e.g., the concatenation of the surrounding words and previous tags, \( x_{t:k} = [x_{t-k}, \ldots, x_{t+k}, T_{t-k}, \ldots, T_{t-1}] \) in Eq. 4, where the convolution window size is \( 2k+1 \) and \( T_{t-1} \) represents the embedding for tag \( T_{t-1} \). \( W_{\text{conv}} \) is the collection of filters applied on the context. During the convolution, each row of \( W_{\text{conv}} \) is a filter that will be fired if it matches some useful pattern in the input context. The convolutional layer functions as a feature extraction tool to learn meaningful representation from both words and tags automatically. Note that the above contextual representation is different from bi-LSTM which only learns surrounding contextual of a given word. However, our model can learn both contextual and label information by convolution.

In our model, the joint training between sentence-level classification and sequential labeling is done in two directions: in forward pass, word label representation sequence is used for sentence level classification; during backward training, the sentence level prediction errors also fine-tune the label sequence.

Fig. 3 illustrates our proposed model with one classical NLP exemplary sentence which only contains the word “buffalo” as the running example. At each time step, we first use the convolutional layer as a feature extractor to get the nonlinear feature combinations from the embeddings of words and tags. In the case of window size equaling to 1, the convolution operates over the \( t-1 \) and \( t+1 \) words and the \( t-1 \) tag. The contextual representation \( x_{t:1} = [x_{t-1}, x_t, x_{t+1}, T_{t-1}] \) is then fed into the convolution layer to find feature representation \( \tilde{x}_t \) following Eq. 4. \( \tilde{x}_t \) is used as the input for the following LSTM to generate \( h_t \) and \( c_t \), based on history information \( h_{t-1} \) and previous cell information \( c_{t-1} \).

The example in Fig 3 is a grammatically correct sentence in English [12]. The word “buffalo” has three different meanings: Buffalo, NY (city), bison (animal), or bully (action). It is
hard for standard LSTM to differentiate the different meanings of “buffalo” in different time steps since the $x_t$ is the same all the time. However, in our case, instead of simply using word representation $x_t$ itself, we also consider the contextual information with their tags through convolution on $x_{t,k}$ (Eq. 4).

3.2. Sparse Attention

In the previous section, the sentence-level representation $\hat{h}$ is obtained by a simple average pooling on $H$. This process assumes every words contribute to the sentence equally, which is not the case in many scenarios. Fig. 2 shows a few examples of different words with different magnitudes of attention in different sentence categories. In order to incorporate these differences into consideration, we further propose a novel sparse attention constraint for sentence level classification. The sparse constraint assigns bigger weights for important words and lower the weights or even totally ignores the less meaningful words such like “the” or “a”. The attention-based sentence-level representation is formulated as follows:

$$\hat{h} = \Psi(H, \alpha) = \sum_{h_{t,k} \in H} \psi(h_{t,k} \cdot \alpha)h_{t,k}$$

where $\alpha \in \mathbb{R}^d$ is an attention measurement which decides the importance for different inputs based on their semantics $h_{t,k}$. This importance is calculated through a nonlinear function $\psi$ which can be sigmoid or ReLU and we use sigmoid in our case.

Sparse Autoencoders [13, 14] show that getting sparse representations in the hidden layers can further improve the performance. In our model, we apply similar sparse constraints by first calculating the average attention over the training samples in the same batch:

$$\hat{\rho}_i = \frac{1}{m} \sum_{t=1}^{m} \psi(h_{i,t} \cdot \alpha)$$

where $m$ is the size of training batch, and $h_{i,t}$ is the output of LSTM at step $t$ for example $i$. In order to keep the above attention within a fixed budget, similar to Sparse Autoencoders [13], we have an extra penalty term as follows:

$$KL(\rho|\hat{\rho}_i) = \rho \log \frac{\rho}{\hat{\rho}_i} + (1 - \rho) \log \frac{1 - \rho}{1 - \hat{\rho}_i}$$

where $\rho$ is the desired sparsity of the attention. This penalty term uses KL divergence to measure the difference between two distributions. Then our new objective is defined as follows:

$$\ell_{\text{sparse}}(\cdot) = \ell_{\text{seq}}(\cdot) + \ell_{\text{sent}}(\cdot) + \beta \sum_{i=1}^{N} KL(\rho|\hat{\rho}_i),$$

where $N$ is the number of hidden units, $\ell_{\text{seq}}$ is the sequence labeling loss, and $\ell_{\text{sent}}$ is the sentence classification loss. $\beta$ controls the weight of the sparsity penalty term. Note that the term $\hat{\rho}_i$ is implicitly controlled by optimizing $\alpha$ and output $h_{i,t}$.

3.3. Label Sequence as Latent Variable

In practice, it is expensive to annotate the data with both sequential label and sentence category. In many cases, the sequence labels are missing since it requires significantly more efforts to annotate the labels word-by-word. However, even without this sequence labeling information, it is still helpful if we could utilize the possible hidden labels for each words.

In our proposed model, we could consider the sentence-level classification task as the major learning objective and treat the unknown sequence labels as latent information. The only adaptation we need to make is to replace the $T_i$ (tag embedding) with $h_{t_i}$ (output at time step $t_i$) in $x_{t,k}$. In this case, we exploit the latent meaning representation to further improve the feature extraction of the convolutional layer.

4. Experiments

We start by evaluating the performance on a conventional joint learning task (Sec. 4.1). Then we show the performance when we treat the label sequence as hidden information in Sec. 4.2. We also analyze some concrete examples to show the performance of the sparse attention constraint in our model (Sec. 4.3).

In the experiments, we set the convolution window sizes as 3, 5, and 7. There are 100 different filters for each window size. Word embeddings are randomly initialized in the ATIS experiments. In the TREC experiments, we use 300 dimension pretrained word embeddings. We use AdaDelta for optimization [16] with learning rate 0.001 and minibatch 16. The weights in our framework are uniformly randomly initialized between $[-0.05, 0.05]$. We use ReLu at the convolutional layer and also regularize the feature with dropout 0.5 [17].

We evaluate on ATIS [4] and TREC [18] datasets. We follow the TriCRF paper [4] in our evaluation on ATIS. There are 5, 138 dialogs with 21 types of intents and 110 types of slots annotated. This dataset is first used for joint learning model with both slot and intent labels in the joint learning experiments (Sec. 4.1). We later use it for evaluating the performance when the slot labels are not available (Sec. 4.2). The TREC dataset is a factoid question classification dataset, with 5, 952 sentences being classified into 6 categories. Since only the sentence-level categories are annotated, we treat the unknown tags as latent information in our experiments (Sec. 4.2).

4.1. Joint Training Experiments

We first perform the joint training experiments on the ATIS dataset. As mentioned in Sec. 3.2, only a few keywords in the two sentences are relevant to determining the category, i.e., locations (cities) and date for sentence I, and locations, date, and time for sentence II. Our model should be able to recognize these important keywords and predict the categories mostly based on them. Once the model knows the tags of the words in the sentence, it is straightforward to determine the categories of the sentence.

We show the performance of our model comparing with other individually trained or jointly trained models in Tab. 1. We observe that due to its strong generalization power, neural networks based models outperform discrete models with an impressive margin. Our jointly trained neural model achieves the best performance, with an F1 boost of $\sim$2 points in slot filling.

<table>
<thead>
<tr>
<th>Model</th>
<th>Slot</th>
<th>Intent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent Model</td>
<td>90.67</td>
<td>7.91†</td>
</tr>
<tr>
<td>CRF Joint Model</td>
<td>94.42</td>
<td>6.93</td>
</tr>
<tr>
<td>Vanilla LSTM (baseline)</td>
<td>93.74</td>
<td>7.21†</td>
</tr>
<tr>
<td>+ joint</td>
<td>95.54</td>
<td>6.32</td>
</tr>
<tr>
<td>+ joint + CNN</td>
<td>97.38</td>
<td>5.96</td>
</tr>
<tr>
<td>+ joint + CNN + attention</td>
<td>96.73</td>
<td>5.71</td>
</tr>
<tr>
<td>+ joint + CNN + sparse att.</td>
<td>96.98</td>
<td>5.12</td>
</tr>
<tr>
<td>Seq. Label as Latent Var.</td>
<td>7.21†</td>
<td></td>
</tr>
<tr>
<td>+ joint + CNN</td>
<td>96.43</td>
<td></td>
</tr>
<tr>
<td>+ joint + CNN + attention</td>
<td>5.61</td>
<td></td>
</tr>
<tr>
<td>+ joint + CNN + sparse att.</td>
<td>5.42</td>
<td></td>
</tr>
</tbody>
</table>

Note we do not compare our performance with [19] since their ATIS dataset is not published and is different from our ATIS dataset.

1http:// cogcomp.cs.illinois.edu/Data/QA/QC/
<table>
<thead>
<tr>
<th>Model</th>
<th>Sent. Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN non-static [10]</td>
<td>93.6</td>
</tr>
<tr>
<td>CNN multichannel [10]</td>
<td>92.2</td>
</tr>
<tr>
<td>Deep CNN [15]</td>
<td>93.0</td>
</tr>
<tr>
<td>Independent LSTM (baseline)</td>
<td>92.2</td>
</tr>
<tr>
<td>latent LSTM + CNN</td>
<td>93.4</td>
</tr>
<tr>
<td>latent LSTM + CNN + attention</td>
<td>93.4</td>
</tr>
<tr>
<td>latent LSTM + CNN + sparse att.</td>
<td>94.0</td>
</tr>
</tbody>
</table>

Figure 4: Sentence-level accuracy of our latent-variable model on TREC, compared with various neural network-based models.

Figure 5: Examples that we outperform the model without sparse attention (LSTM+CNN). Higher weights are darker.

Figure 6: Comparison between softmax-based attention (upper) and sparse attention (lower) for some examples. The sign ‘-’ means mis-classified label, and ‘+’ for the correct label. Darker blue represents higher weights.

4.2. Label Sequence as Latent Variable

We further show the performance of our jointly trained model when the sequence label information is missing. Tab. 1 (bottom) shows the results on ATIS dataset. There is a small increase of error rate when sequence labels are unobserved, but our model still outperforms existing models. Similarly, Fig. 4 compares our latent-variable model with conventional (non-latent) neural models on TREC dataset (in sentence category accuracy). Our model outperforms others after adding sparse attention.

4.3. Sparsity Visualization

In Fig. 5, we compare the sparse attention model to the model without sparse constraints. We list a few examples that the sparse attention is better than the one without sparse attention constraint. The labels on the right side are mis-classified by the model without sparse attention constraint. The label on the left side of the arrow is the ground truth.

In Fig. 6, we also compare the difference between two attention mechanisms: softmax-based attention and sparse attention. From the first sentence, we can tell that softmax-based attention puts more emphasis on “Luxembourg” while sparse attention prefers “currency” which leads to the correct prediction of entity instead of human. In some cases, like the third example in Fig. 6, softmax-based sometimes gets confused by distributing the probabilities flatly. Compared with the attention model between dual sentences, the phenomenon of flat distribution is more obvious in single sentence attention. Similar results can be found in the first figure in [20] as the word “run” is aligned to many unrelated words. It is possible that in single sentence attention, the softmax-based attention is easier to get confused since there is no obvious alignment or corresponding relationship between words for a given sentence or the words and their corresponding sentence category.

5. Related Works

One neural network based model is proposed in [19] for joint modeling the two tasks above with a parse-tree-based Recursive Neural Networks (RecNNs). However, as shown in their experiments, RecNNs fail to outperform most baselines. RecNNs-based jointly trained model is limited by two reasons: RecNNs’s performance highly depends on the quality of parse-trees which are treated as inputs together with sentences; another problem of RecNNs is shared with all other Recurrent Neural Networks (RNN) based models which is hard to train due to gradient vanishing and exploding [21]. When sentences get longer and parse-trees get deeper, RecNNs become harder to train.

Our sparse attention model is different from other attention models in the following aspects: Firstly, sparse attention is trained within one sentence. The goal is to find the most meaningful words which contribute to better sentence representation. This is different from dual sequences attention models [22, 23, 24]. Secondly, most attention models are softmax-based which gives a distribution over word or words. Softmax-based model has an exclusive property which allows cross influence between the source-side words. However, in sparse attention, this cross influence is not always necessary. The sum of attentions with sparse constraints does not have to be 1. Especially, our sparse attention is different from sparsemax attention [25]. Sparsemax tries to assign exactly zero probability to some of its output variables, but we try to control the sparsity of attention by adjusting $\rho$ and $\beta$. There are also neural-based efforts which only predict sequential labels, e.g., [26, 27].

6. Conclusions

We have presented a neural model that is jointly trained on the two tasks of sentence classification and sequence labeling, which benefits from the correlation between the two tasks. Our proposed models outperform both independent baselines and existing joint models, reaching the state-of-the-art in either sentence classification or sequence labeling.

7. Acknowledgment

This work is supported in part by NSF IIS-1656051, DARPA FA8750-13-2-0041 (DEFT), DARPA N66001-17-2-4030 (XAI), a Google Faculty Research Award, and an HP Gift.
8. References


