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Abstract

In this paper, we propose a note-based query by humming (QBH) system with Hidden Markov Model (HMM) and Convolutional Neural Network (CNN) since note-based systems are much more efficient than the traditional frame-based systems. A note-based QBH system has two main components: humming transcription and candidate melody retrieval.

For humming transcription, we are the first to use a hybrid model using HMM and CNN. We use CNN for its ability to learn the features directly from raw audio data and for being able to model the locality and variability often present in a note and we use HMM for handling the variability across the time-axis.

For candidate melody retrieval, we use locality sensitive hashing to narrow down the candidates for retrieval and dynamic time warping and earth mover’s distance for the final ranking of the selected candidates.

We show that our HMM-CNN humming transcription system outperforms other state of the art humming transcription systems by ~2% using the transcription evaluation framework by Molina et. al and our overall query by humming system has a Mean Reciprocal Rank of 0.92 using the standard MIREX dataset, which is higher than other state of the art note-based query by humming systems.

Index Terms: query by humming, humming transcription, CNN, raw audio

1. Introduction

Query-by-humming is a content-based music retrieval method that can retrieve melodies using users’ hummings as queries. This allows users to find melodies only by humming the tune and does not require any knowledge of its related metadata or even lyrics. Due to the convenience of a QBH system, it has received a great deal of attention from researchers in recent years. However, the accuracy and the efficiency of query by humming systems still have a lot of room for improvement.

The biggest challenges of a query by humming system include i) queries sung by users often vary from the actual melody in pitch, tempo etc. so the melodic similarity matching must be done at a more abstract level in order to get meaningful results, ii) background noise is often present in users’ queries which also makes it harder to identify the melody correctly and iii) efficient retrieval methods must be used that can search through a database and retrieve the correct melody in as little time as possible. Therefore, methods used to retrieve the melody in this case need to be robust to noise and inaccuracies in the singing or humming which is very challenging and, for the system to be practical, the entire system should be able to perform in real time.

A query or a melody is mainly represented using frame-based or note-based methods [1]. The frame-based methods use the extracted pitch to represent the melody and then use template-matching similarity measures such as DTW (Dynamic time warping) to measure similarity between the main melody and the query [2, 3]. These methods have high accuracy but are also slower and have higher complexity. The note-based methods extract and transcribe the note sequences from the hummed query [4, 5], and then compare them against the note sequences of the main melodies in the database to retrieve the melody closest to the query. The humming transcription part of note-based methods often lowers the overall accuracy of the system, but they are much more efficient since comparing note sequences has significantly lower complexity than comparing the melodies frame by frame. [1, 6]. In this paper, we focus on note-based methods since they are more practical for commercial use [1].

Several of the prominent humming transcription systems in the literature use Hidden Markov Models (HMM) with Gaussian Mixture Models (GMM) for transcribing the notes [5, 4, 7]. However, no attempt on using neural network for humming transcription has been made yet, even though works in related fields such as speech transcription [8], piano music transcription [9], singing melody identification [10] etc. showed to have much better results by incorporating deep neural networks (DNN).

We used a feature-based HMM-DNN model in our previous paper [14] to model the notes, where we used trial and error to find the most optimal features as there is no standard feature set for this task. However, since the accuracy of the model is completely dependent on the features chosen for most machine learning tasks and it is very difficult to find the most ideal set of features, some of the more recent works in machine learning have focused on using raw input data directly as opposed to features. This allows the model to learn themselves from the original source. Recent works in speech transcription[11], music classification [12], emotion and sentiment recognition [13] etc. got really good results when raw audio data was used as input to train the deep convolutional neural network.

Therefore, in this paper, we propose a hybrid Hidden Markov Model and Convolutional Neural Network (CNN) for humming transcription. The CNN model learns the features directly from raw audio data and we show this method performs better than when feature engineering is used. The HMM is used to model the temporal aspect of note transcription. After transcribing the notes using the HMM-CNN model, we use locality sensitive hashing to narrow down the candidates for retrieval and dynamic time warping and earth mover’s distance for the final ranking of the selected candidates.
2. Methodology
An overview of the overall query by humming system is given below in Figure 1. The system takes the hummed query as input. The notes of the query are transcribed using our humming transcription system. The transcribed query is then passed onto a candidate melody retrieval system, which compares the query against the melody database that consists of a list of pre-transcribed melodies. The output is the ranked list of melodies that are most similar to the input query.

Our humming transcription and candidate melody retrieval systems are explained further in Sections 3 and 4 respectively.

3. Humming Transcription
The goal of the transcription system is to output the most likely sequence of notes, \( N = n_1, n_2, \ldots, n_k \) given the acoustic signal \( A = a_1, a_2, a_n \). Therefore, we use the HMM model to maximize \( P(N|A) \) [15]:

\[
P(N|A) = \frac{P(A|N)P(N)}{P(A)}
\]

where \( P(A|N) \) is the acoustic model, which captures the probability of observing a sequence of acoustic observations \( A \) given a note sequence \( N \),

\( P(N) \) is the musicological model, which provides a prior probability for the note sequence \( N \)

The transcriber evaluates and combines both models through generating and scoring a large number of alternative note sequences during a complex search process. The main model used for transcription is given in Figure 2.

The acoustic model and the musicological model are described more in detail in Section 3.1 and 3.2 respectively.

3.1. Acoustic Modelling
The acoustic modelling is used to find the probability, \( P(A|N) \) of observing an acoustic sequence given a note sequence. Similar to phoneme modelling in speech recognition systems [16], each note is represented by a 3-state Hidden Markov Model (HMM). The three states in the HMM represent the transitions between the fluctuations in the beginning of a note followed by the steady state in the middle and a decaying state in the end.

A Convolutional Neural Network (CNN) is used to model the posterior probability of each state of the HMM from the hummed query raw audio sample. We have chosen to use a CNN model for the task instead of a DNN model that we used previously [14] because a CNN model can be used to learn the features directly from raw audio data, which is significant since there is no standard feature set for this task. The main architecture of our model is shown in Figure 2. Our CNN model consists of a sequence of:

- convolutional layers, whose outputs \( q_j \) can be computed as:
  \[
  q_j = \sigma\left(\sum_{i=1}^{J} o_i * w_{i,j} + b_j\right)
  \]
  where \( * \) is the convolution operator, \( o_i \) represents the \( i \)-th input feature map, \( w_{i,j} \) represents the weight matrix, \( b_j \) is the trainable bias attached to \( q_j \) and \( \sigma \) is the logistic sigmoid activation function.

- max-pooling layers, which are added on top of the convolution layers, and outputs the maximum function within each non-overlapping groups from the previously generated output vectors.

Our CNN model contains 2 convolutional layers, 2 max pooling layers and 2 fully connected layers. At first, the features are fed to the first convolutional layer and the dimension of this first layer is set to be 50x120 and the stride is set to be 35. Each column vector of the output matrix is the result of each moving step by multiplying the first layer input and the first layer matrix. This first convolutional layer acts as a feature extractor and the first max pooling layer behaves as a non-overlapping max-pooling function and each time it takes the maximum value of the adjacent columns horizontally.

The shape of the second convolutional layer matrix is 26 by 120 and the second stride is set to be 10. The second max pooling layer takes the maximum value of all the output vectors horizontally from the output of the second convolutional layer.
layer. Two final fully connected layers are then applied, which perform similarly to the fully connected Deep Neural Networks (DNN), followed by a softmax layer that computes the posterior probabilities for all the HMM states.

For this task, we trained notes in the range of 35-85 MIDI note numbers since this range covers all the notes used for human humming.

3.2. Musicological Modelling

The musicological model, \( P(N) \), calculates the prior probability for a note sequence \( N \). It is the equivalent of the language model used in speech recognition [16]. We use an existing algorithm [17] for this purpose, which uses musical keys and note bigrams to determine note transitions, since the musical key of a tune is important in determining note transitions. Knowing the musical key is important as some note sequences are more common than others in each key.

The model first estimates the key of the musical piece [7]. Then different note bigrams are defined for each key which are then used to calculate the note bigram probabilities.

4. Candidate Melody Retrieval

After getting the note transcription for each query, we need to retrieve the most similar melody from the database. We first convert the note sequence obtained into a vector form that can be used for measuring the similarity. Then we use a locality sensitive hashing method to get the candidate melodies most similar to the query. Finally we use a combination of dynamic time warping and earth mover’s distance to do the final ranking of the candidates and retrieve the candidate melody most similar to the query.

4.1. Note Sequence Conversion

When listening to a melody, we generally perceive how the pitches of successive notes relate to each other [18]. Therefore, instead of absolute notes, we convert the note sequences of the queries and the melody in the database to the form of relative notes and duration.

Each of the query and melody sequences in the database are represented as vectors in the form of \( \mathbf{p} = ((R1, d1), (R2, d2), (R3, d3)) \), where \( R1, R2, R3 \) represent the relative note sequence and \( d1, d2, d3 \) denote the duration of each note in seconds. For example, a sequence of MIDI notes 53, 53, 50, 54 with duration 0, 0.5, 2, 1.5 will be represented as \(((0, 0), (0, 0.5), (-3, 2), (4, 1.5))\).

4.2. Locality sensitive hashing for narrowing down the candidates

We first narrow down the candidates for retrieval using the local sensitive hashing (LSH) algorithm [19], which uses sublinear search time over the database. We first create melodic segments from the melody database, which are then normalized to create pitch contours within a fixed-length time window. We then create an index which stores their positions in time within the database melodies, and identifiers that show the candidate melody from which the particular melodic segment has been extracted.

The similarity of melodic segments is measured using Euclidean distance between two pitch vectors \( p_i \) and \( p_j \). The distance is given by:

\[
\|p_i - p_j\| = \sqrt{\sum_{m=1}^{M} (p_i(m) - p_j(m))^2}
\]

and is calculated in M-dimensional space.

For each pitch vector extracted from melodic segments of a query, we find similar segments in the index by searching for all the points to which the distance is less than a specified threshold. Instead of simply measuring the distance of the pitch vectors to all the vectors in the database, we use locality sensitive hashing to obtain a sublinear time complexity.

The LSH returns the most similar pitch contour and their distances to the query pitch vector as matches. The entire query and the candidate segment are then normalized both in pitch and time for distance calculation to get the entire pitch contour, which is ultimately used for finding the similarity for final ranking of candidates.

4.3. Final ranking of candidates

The final ranking of the candidates is done by using a slight alteration of the method used in [2], which uses a fusion of note-based EMD (Earth Mover’s Distance) measure and a frame-based DTW (Dynamic Time Warping) measure. We chose to use a note-based DTW measure similar to [20] with the note-based EMD method [21]. Then we use a parallel voting strategy to rank the available candidates. Using the final scoring function given below:

\[
score(q_i, m_j) = \sum_{n=1}^{N} w(n) s(q_i, m_j)
\]

where \( q_i \) represents the query sequence, \( m_j \) represents the melody sequence, \( s(q_i, m_j) \) represents the distance score between the query and the melody and \( w(n) \) represents the weights assigned to each distance score. The weights are assigned based on the overall accuracy of each of the systems. The melodies in the database are then ranked using their distance scores, so that the melody with the lowest distance in the database is ranked 1st and so on.

5. Experiments

5.1. Corpora

For training the CNN-HMM acoustic model, we used a corpus of 16 hours of humming data collected by us. We only collected humming data from the melodies in the 48 ground truth MIDI files from Roger Jang’s MIREX corpus\(^1\), whose note transcriptions are already available to us, which makes the humming dataset easier to annotate.

For training the musicological model, we used the ESAC database\(^2\), which consists of 7055 transcribed melodies from different parts of the world.

For evaluation of the humming transcription system, we use the humming/singing evaluation dataset used in [22], which consists of melodies sung by adult and child untrained singers, which are manually transcribed.

For evaluation of the overall query by humming system, we use a corpus of 4431 queries from the MIR-QBSH corpus as used by MIREX. The queries are used to retrieve songs from a labelled melody database that consists of 48 ground truth MIDI files.

\(^1\)http://www.music-ir.org/mirex/wiki
\(^2\)http://www.esac-data.org/
files from MIR-QBSH corpus \(^3\) with an additional 2000 files from ESSEN corpus \(^4\) as used by MIREX.

5.2. Baseline Systems

As a baseline for the humming transcription systems, we train a traditional CNN model with features. We first extract the features, consisting of pitch trackers, since previous works in humming transcription \([7, 23]\) have always achieved the best results using pitch and other similar prosodic features. Since none of the currently available pitch extraction algorithms are completely accurate, we decided to use three of the best pitch extraction algorithms according to \([24]\) as features to improve our systems accuracy, which includes the Autocorrelation-Leiwang \(^5\), melody \([25]\) and pinyin \([26]\) algorithms.

The feature set is chosen empirically and all the features are derived using VAMP plugin \(^6\) in sonic annotator tool \(^7\) in overlapping 46.4 ms frames with 2.9 ms interval between the beginnings of successive frames.

The structure of the CNN model is similar to the one used for our model with raw audio. In this case, only the dimensions of the convolutional layers are 10x2 and 6x2 respectively and the strides are 4 and 1 respectively.

We also compare our humming transcription system with other state-of-the-art baseline systems used in \([22]\).

We compare our overall query by humming systems with systems submitted to MIREX in the last three years.

5.3. Experimental setup and evaluation of the humming transcription system

We trained our acoustic model using the Kaldi-PDNN toolkit \([27]\). For training the CNN model, an initial learning rate of 0.04 is used which stays unchanged for 10 epochs. Then the learning rate is halved at each epoch until the cross-validation accuracy on a held-out set stops to improve. A momentum of 0.5 is used for fast convergence and the mini-batch size is set to 256. Here, 10% of the training set is used as validation set to tune the hyper-parameters and determine the best network layout.

We decode the note transcription using the Kaldi decoder \(^8\). The transcription of our system is evaluated using the \(F\)-measure scores \([28]\) of correct onset and pitch. The results are shown in Table 1.

We achieve an overall \(F\)-measure score of 0.55, which is 1.5% higher than the best state-of-the-art transcription system. Both the CNN models outperform the system based on HMM-GMM along with others. The CNN model with raw audio data gives the best results, which confirms our hypothesis that using raw audio data with convolutional neural network can provide a more optimal transcription system.

5.4. Evaluation of the overall retrieval system

Using the candidate melody retrieval system mentioned in Section 4, each query generates a list of most likely candidate melodies. The query by humming system is evaluated using

\[
MRR = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \left( \frac{1}{\text{rank}_i} \right)
\]

(5)

Table 1: Humming transcription evaluation result compared to other transcription algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>(F)-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our CNN-HMM Model with Raw Audio</td>
<td>0.55</td>
</tr>
<tr>
<td>Baseline (CNN-HMM Model with Features)</td>
<td>0.525</td>
</tr>
<tr>
<td>Ryynanen (HMM-GMM)</td>
<td>0.49</td>
</tr>
<tr>
<td>Melotranscript (Auditory Model based System)</td>
<td>0.535</td>
</tr>
<tr>
<td>Gomez and Bonada (Tuning Frequency Method)</td>
<td>0.513</td>
</tr>
<tr>
<td>Molina et al</td>
<td>0.373</td>
</tr>
</tbody>
</table>

Table 2: Evaluation result compared to other systems submitted in MIREX

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our system</td>
<td>0.919</td>
</tr>
<tr>
<td>BS1 (Frame-based)</td>
<td>0.8577</td>
</tr>
<tr>
<td>TYCX4 (Combination of frame-based and note-based)</td>
<td>0.89281</td>
</tr>
<tr>
<td>ZH1 (Frame-based)</td>
<td>0.8899</td>
</tr>
<tr>
<td>WHLX1 (Note-based)</td>
<td>0.4687</td>
</tr>
<tr>
<td>LNL1 (Combination of frame-based and note-based)</td>
<td>0.8550</td>
</tr>
</tbody>
</table>

Mean Reciprocal Ranking (MRR):

6. Conclusion

In this paper, we have used Convolutional Neural Networks (CNN) with Hidden Markov Model (HMM) for note transcription, with a note-based retrieval method. We have shown that using a hybrid CNN-HMM model with raw audio data gives a \(\sim 2\%\) higher \(F\)-measure than any other humming transcription system including systems using HMM-GMM models and feature-based CNN model. We have also shown that our overall query by humming system has an MRR of 0.919, which is much better than other note-based methods and comparable to even the best frame-based systems in the literature.
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