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Abstract
The i-vector framework witnessed great success in the past
years in speaker recognition (SR). The feature extraction pro-
cess is central in SR systems and many features have been de-
veloped over the years to improve the recognition performance.
In this paper, we present a new feature representation which bor-
rows a concept initially developed in computer vision to charac-
terize textures called Local Binary Patterns (LBP). We explore
the use of LBP as features for speaker recognition and show
that using them as descriptors for cepstral coefficients dynam-
ics (replacing ∆ and ∆∆ in the regular MFCC representation)
results in more efficient features and yield up to 15% of relative
improvement compared to the baseline system performance in
both clean and noisy conditions.

keywords: local binary patterns, feature extraction, i-
vector.

1. Introduction
Front-end feature extraction is one of the three building blocks
of speaker recognition systems (along with modeling and back-
end scoring). Over the past years, a lot of research effort fo-
cused on speaker modeling and scoring resulting in highly effi-
cient frameworks such as UBM/i-vectors [1, 2, 3] (for speaker
modeling) and PLDA [4] (for scoring). Despite the effort dedi-
cated to the improvement of the feature extraction process, the
Mel-Frequency Cepstral Coefficients (MFCC) [5, 6] are still, to
this day, the leading approach in speaker recognition applica-
tions (along with perceptual linear prediction coefficients (PLP)
[7, 8]). In this context, more robust and discriminative features
for speaker recognition are yet to be developed. Usually, the
dynamic features are computed over MFCC coefficients (∆ and
∆∆ [9, 10]) and used to improve the recognition performance.
Formally, they correspond to the first and second derivatives of
the Cepstral coefficients with respect to time (speed and accel-
eration respectively).

Dynamic features contain information that complements
the one provided by static features and allows them to become
less sensitive to channel and environment distortion. They also
play an important role in identifying the speaking styles and
pauses of a particular speaker. Indeed, using MFCC+∆+∆∆
offers an additional 20% of relative improvement in recogni-
tion performance when compared to a system using only static
MFCC features. Due to the importance of such parameters,
many researchers focused on improving them and trying to cap-
ture dynamic information more efficiently. One example is the
use of regression features [11, 12] instead of first and second or-
der derivatives. Another recently proposed technique that uses
DCT-based contextualization [13] proposes to replace MFCC

features and their derivatives by a 2D-DCT transform applied
on the Mel filter bank outputs. This technique achieves a 25%
improvement in recognition performance.

Also, a recent paper [14] proposed a technique that com-
bines static and dynamic features. In this system, MFCC coeffi-
cients are computed using mel spaced Gaussian filter banks then
combined with their delta derivatives (∆ and ∆∆) and energy
using principal component analysis (PCA). Then, a probabilis-
tic neural network is used for speaker modeling. This technique
improves the system’s accuracy by up to 14%. A different ap-
proach which makes use of information that is not contained
in cepstral features or their derivative, namely the phase spec-
tra and instantaneous frequency in feature extraction has lately
been introduced in [15].

Finally, with the rise of deep learning in the last years, a
different kind of approaches is being investigated for features
extraction making use of deep neural networks. Unlike clas-
sical approaches, these techniques rely on the capability of a
deep neural network (DNN) to learn underlying structures from
acoustic data (either in the spectral, cepstral or temporal do-
main) in a non-supervised fashion [16]. After training, the DNN
is used to extract features which can be used as input to a regular
i-vector-based SR system.

In this paper, we introduce a new set of features based
on MFCCs and borrowing a concept used in facial recogni-
tion called Local Binary Patterns (LBP). Usually, LBP fea-
tures are used to describe textures for facial recognition and
have been proven to be efficient and highly discriminative [17].
Lately, LBP descriptors were adapted to speech applications
and were successfully used in the cepstral domain to build an
anti-spoofing system (for speaker recognition) [18].

Since working with LBP requires a 2D arrangement of fea-
tures (like pixels in a 2D image), [18] used an horizontal stack-
ing of cepstral features as input to the LBP algorithm. The suc-
cess of this representation in an anti-spoofing context motivated
us to utilize them as input features to a regular i-vector-based SR
system and test their discriminative power. Moreover, while the
dynamic delta features describe solely the temporal variation of
successive speech frames, LBP features describe both temporal
and cepstral variation since they are computed over two axis us-
ing a circular neighborhood. In consequence, this new feature
can be richer in speaker-specific information and might improve
the performance of a speaker recognition system.

We will first investigate the use of LBPs as features (com-
puted over cepstral coefficients) compared to the standard
MFCC-based systems (MFCC + ∆ + ∆∆). Then, we show that
a combination of the two representations (MFCC + LBP de-
scriptors as an alternative to the classical dynamic descriptors
∆ and ∆∆) yields up to 15% of relative improvement com-
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pared to the baseline system performance. Finally, it would
be interesting to test the response of the new proposed features
in presence of additive noise and compared it to the classical
MFCC+∆+∆∆ configuration.

This paper is structured as follows: Section 2 summarizes
the use of i-vector framework in SR systems. Section 3 intro-
duces Local Binary Patterns and their use in computer vision
then in speaker recognition context. Finally, Section 4 speci-
fies the experimental protocol and Section 5 presents the exper-
iments conducted using LBP and the related analysis.

2. The i-vector paradigm
The i-vector paradigm has become in the past years a standard
in speaker recognition applications [1, 2, 3]. It was motivated
by the existing super-vector-based joint factor analysis (JFA)
approach [19]. While the JFA approach models the speaker
and channel variability space separately, i-vectors are formed
by modeling a single low-dimensional total-variability space
that covers both the speaker and channel variability [3]. An
i-vector extractor converts a sequence of acoustic vectors into
a single low-dimensional vector representing the whole speech
utterance. The speaker- and session-dependent super-vector s
of concatenated Gaussian Mixture Model (GMM) means is as-
sumed to obey a linear model of the form:

s = m + Tw (1)

where:

• m is the mean super-vector of the Universal Background
Model (UBM)

• T is the low-rank variability matrix obtained from a large
dataset by MAP estimation [19]. It represents the total
variability subspace.

• w is a normally distributed latent variable called ”i-
vector”.

3. Local Binary patterns for speaker
recognition

The LBP operator is a non-parametric 3x3 kernel which sum-
marizes the local spacial structure of an image. It was first intro-
duced by Ojala et al. [20] who showed the high discriminative
power of this operator for texture classification. At a given pixel
position (xc, yc), LBP is defined as an ordered set of binary
comparisons of pixel intensities between the center pixel and its
eight surrounding pixels (Figure 1). The decimal form of the
resulting 8-bit word (LBP code) can be expressed as follows:

LBP (xc, yc) =
8∑

n=1

s(in − ic)2
n (2)

where ic corresponds to the grey value of the center pixel
(xc, yc), in to the grey values of the 8 surrounding pixels, and
function s is defined as:

s(x) =

{
1 if x ≥ 0
0 if x < 0

(3)

Later, Ojala et al. [17] extended their original LBP operator
to a circular neighborhood of different radius size as shown in
Figure 2. Their LBPP,R notation refers to P equally spaced
pixels on a circle of radius R. In [17], they also noticed that
most of the texture information was contained in a small subset

Figure 1: The LBP operator.

of LBP patterns. These patterns, called uniform patterns, con-
tain at most two bitwise 0 to 1 or 1 to 0 transitions (circular
binary code). 11111111, 00000111 or 10000111 are examples
of uniform patterns (they contain respectively 0, 1 and 2 tran-
sitions). Using uniform LBP in practice implies that all non-
uniform patterns are discarded.

Figure 2: LBP neighborhood for different (P,R) values.

3.1. LBP for speech:

LBP features can be applied to speech as in [18] where, in-
stead of using an image, a horizontal stacking of cepstral fea-
tures is given to LBP as input. The resulting features matrix is
called ”textrogram”. In [18], LBP was applied to an horizon-
tal stacking of MFCC features and an anti-spoofing system (for
speaker recognition) was successfully built using the resulting
features. This application motivated us to evaluate the discrim-
inative power of such descriptors and explore the possibility to
build better features using LBP in the cepstral domain. Com-
pared to a system using MFCC+∆+∆∆, LBP features describe
the variation of cepstral information on two different axes by de-
scribing an entire neighborhood circle (as shown in Figure 3),
whereas ∆ and ∆∆ focus solely (by definition) on the temporal
variation.

Figure 3: LBP neighborhood for LBP8,1 when used on cepstral
features. The first axis represents time (consecutive frames)
and the second axis corresponds to the cepstral coefficients
(C0, C1, ..).

The study conducted in [18] found that uniform LBP de-
scriptors are the most frequent in a cepstral features context.
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For this reason, uniform LBP will be used throughout this paper
and will simply be referred to as LBPP,R (where P indicates
the number of points and R specifies the radius of the neighbor-
hood circle). Four different textrograms are used in this work
for each utterance based on the corresponding MFCC features:
LBP8,1, LBP8,2, LBP16,2 and LBP16,4.

4. Experimental protocol
Our experiments operate on 19 Mel-Frequency Cepstral Coeffi-
cients (plus energy) augmented with 19 first (∆) and 11 second
(∆∆) derivatives. A mean and variance normalization (MVN)
technique is applied on the MFCC features estimated using the
speech portion of the audio file. The low-energy frames (corre-
sponding mainly to silence) are removed.

Two gender-dependent GMM-UBMs (male model) having
respectively 512 and 1024 diagonal components and a total vari-
ability matrix of low rank 400 are estimated (one T matrix
for each GMM-UBM) using 15660 utterances corresponding to
1147 speakers (using NIST SRE 2004, 2005, 2006 and Switch-
board data). The LIA SpkDet package of the LIA RAL/ALIZE
toolkit is used for the estimation of the total variability matrix
and the i-vector extraction. The algorithms used are described
in [21]. Finally a two-covariance-based scoring [22] is applied.
The equal-error rate (EER) over the NIST SRE 2008 male test
data on the ”short2/short3” task [23] is computed. The python
library ”scikit-image” [24] is used in our experiments to com-
pute LBP descriptors from cepstral coefficients.

In order to test the recognition performance of the new pro-
posed systems in adverse conditions, we use 4 noise samples
from the free sound repository FreeSound.org [25] as back-
ground noises (air-cooling noise, crowd noise, wind noise and
car-driving noise). The open-source toolkit FaNT [26] was used
to add these noises to the full waveforms generating new noisy
audio files for each noise / SNR level.

5. Experiments and results
5.1. Description of the developed systems

In order to investigate the discriminative power of LBP features
and their robustness, we conduct four sets of experiments in
clean and noisy conditions:

System 1: Using MFCC features + ∆ + ∆∆: This config-
uration represents the baseline system. 19 cepstral coefficients
+ energy + ∆ + ∆∆ are used to train the GMM-UBM and the
i-vector extractor.

System 2: Using LBPs as features: This configuration uses
LBP descriptors (computed over MFCC) as input features for an
i-vector-based SR system. As shown in Figure 4, the construc-
tion of LBP features for a single utterance is done as follows:

1. The static MFCC features are extracted (19 cepstral fea-
tures + energy).

2. LBP8,1, LBP8,2, LBP16,2 and LBP16,4 textrograms
are computed over the resulting MFCCs. As a result,
each one of the 4 textrograms has a size of: 20 ×
number of frames.

3. The 4 textrograms are combined with a simple concate-
nation giving a set of feature LBP 80 having the size:
80× number of frames.

4. The dimension of LBP 80 features is further reduced to
40 using PCA. The resultant features LBP 40 have the
size: 40 × number of frames (the reduction dimension
used in the PCA was chosen in a way that preserves 99%
of the data variance).

The generated features (LBP 40) corresponding to train data
are used to train a GMM-UBM (512 components) and an i-
vector extractor (i-vector dimension = 400). In the test phase,
the LBP 40 features computed on enrollment and test data are
used to generate the corresponding i-vectors.

Figure 4: The extraction process of LBP features from MFCC.

System 3: Using MFCC + LBP features: In this configura-
tion, we investigate the use of LBP to describe the variation of
cepstral information (as an alternative for ∆ and ∆∆). To do so,
MFCC and LBP 40 features are computed then concatenated
and used as features to train the GMM-UBM and the i-vectors
extractor.

System 4: Using MFCC + ∆ + ∆∆ + LBP features: In this
configuration, we investigate the use of both ∆+∆∆ and LBP to
describe the variation of cepstral information. To do so, MFCC,
∆ + ∆∆ and LBP 40 features are computed then concatenated
and used as features to train the GMM-UBM and the i-vectors
extractor.

5.2. Results

In this subsection, we present the performance of the four sys-
tems in clean and noisy conditions and evaluate the efficiency
of LBP descriptors in these two contexts.

5.2.1. Performance in clean conditions:

First, we present the results given by the four systems in clean
conditions on the eight conditions of the 2008 NIST SRE eval-
uation [23] noted det1 to det8:

• det1: All trials involving only interview speech in train-
ing and test.

• det2: All trials involving interview speech from the same
microphone type in training and test.

• det3: All trials involving interview speech from different
microphones types in training and test.

• det4: All trials involving interview training speech and
telephone test speech.

• det5: All trials involving telephone training speech and
non-interview microphone test speech.
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Table 1: Performance of the four systems in clean conditions using two different world models (512 and 1024 components) and an
i-vectors size of 400 (a different UBM and i-vector extractor are built for each system depending on the used features).

System GMM-UBM
components

EER (%)
det1 det2 det3 det4 det5 det6 det7 det8

MFCC + ∆ + ∆∆

512

7.51 0.40 7.86 4.10 3.58 4.91 1.59 0.91
LBP 40 7.53 0.45 8.43 5.30 4.18 5.02 2.31 1.01

MFCC+LBP 40 6.75 0.37 7.00 3.81 3.15 4.47 1.35 0.86
MFCC+∆ + ∆∆+LBP 40 7.49 0.39 7.84 4.09 3.56 4.89 1.57 0.89

MFCC + ∆ + ∆∆

1024

7.16 0.40 7.50 4.77 3.76 5.03 1.77 0.88
LBP 40 7.48 0.46 8.13 5.33 4.22 4.92 2.28 1.01

MFCC+LBP 40 6.45 0.41 6.80 3.75 3.39 4.89 1.43 0.87
MFCC+∆ + ∆∆+LBP 40 7.15 0.39 7.48 4.75 3.76 5.02 1.76 0.87

Table 2: Performance of the four systems in mismatched conditions (clean enrollment and noisy test) with a 512 components GMM-
UBM and an i-vector size of 400.

EER (%)
Test conditions MFCC + ∆+∆∆ LBP 40 MFCC +LBP 40 MFCC + ∆+∆∆ + LBP 40

Air-cooling noise
10dB 3.62 3.59 3.35 3.61
5dB 6.15 6.17 5.65 6.14
0dB 10.67 10.52 9.58 10.65

Crowd noise
10dB 4.02 4.00 3.73 4.01
5dB 7.65 7.70 7.03 7.64
0dB 11.23 11.21 10.08 11.21

• det6: All trials involving only telephone speech in train-
ing and test.

• det7: All trials involving only English language tele-
phone speech in training and test.

• det8: All trials involving only English language tele-
phone speech spoken by a native U.S. English speaker
in training and test.

Table 1 presents the performance of the four systems using
512 and 1024 components GMM-UBMs.

From Table 1, we see that a system using LBP 40 as fea-
tures does not perform better that a standard MFCC system
(MFCC+∆+∆∆). On the other hand, combining MFCC fea-
tures with LBP 40 descriptors perform consistently and pro-
duces more robust features in all conditions. The global system
performance is improved in this context from 6% up to 15%
(in terms of relative improvement). Finally, we observe that
combining LBP 40 features and ∆ + ∆∆ preserves the origi-
nal system performance and does not change much the resulting
EER. This can be explained by the redundancy of dynamic in-
formation between the two dynamic representations (LBP and
∆ + ∆∆).

We also observe that using a 512 components GMM-UBM

is sufficient for this task and that no significant improvement
is observed using a 1024 components world model. For this
reason, only 512 component GMM-UBM will be used in the
next subsection.

5.2.2. Performance in noisy conditions:

Now, we evaluate the 4 systems performance in noisy envi-
ronments for the det7 condition (all trials involving only En-
glish language telephone speech in training and test). Table
2 presents 4 systems performance in mismatched conditions
(clean enrollment and noisy test data) and Table 3 presents the
systems performance when both enrollment and test data are
noisy (affected by different noises: {wind noise , car-driving
noise } for enrollment and {crowd noise, air-cooling noise} for
test).

We can see from Tables 2 and 3 that combining MFCC
static features with LBP 40 gives the best recognition perfor-
mance and improves the baseline system performance by up to
15% of relative improvement. We also observe that combining
the two dynamic features (LBP and ∆+∆∆) does not improve
the recognition performance compared to an MFCC+∆ + ∆∆
system. This can also be explained by redundant information

Table 3: Performance of the four systems in noisy conditions ( {wind noise , car-driving noise } for enrollment and {crowd noise,
air-cooling noise} for test) with a 512 components GMM-UBM and an i-vector size of 400.

EER (%)
Test/enrollment conditions MFCC + ∆+∆∆ LBP 40 MFCC +LBP 40 MFCC + ∆+∆∆ + LBP 40

Wind noise in enrollment
Crowd noise in test

10dB 10.53 10.64 9.61 10.51
5dB 16.84 17.01 15.45 16.82
0dB 26.96 27.24 24.74 26.93

Car-driving noise in enrol.
Air-colling noise in test

10dB 8.32 8.40 7.53 8.31
5dB 14.77 14.92 13.38 14.75
0dB 25.61 25.87 23.37 25.58
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in the two representations. It is also worth noting that LBP 40

features can outperform MFCC+∆+∆∆ features in noisy con-
ditions even though the MFCC+∆+∆∆ system performs better
in clean conditions (see Table 1).

These results along with the clean system performance
prove that using LBP 40 features instead of the regular MFCC
dynamic features provides a more robust representation and can
be used as an alternative to MFCC+ ∆+∆∆ for speaker recog-
nition.

6. Conclusion
In this paper, we investigated the use of Local Binary Patterns
descriptors in a speaker recognition context. Once computed
over MFCC features, we used them as features to describe
speakers identity then utilized them to describe the variation of
cepstral information as an alternative to ∆ and ∆∆ in a classical
MFCC representation. We showed that LBP textrograms cap-
ture short-time feature dynamics beyond that in conventional
dynamic parametrization and yield up to 15% of relative im-
provement compared to the baseline system performance when
used on both clean and noisy conditions. In a future work, It
would be possible to use a DNN-based approach to combine
more efficiently these features in order to achieve better recog-
nition performances.
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