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Abstract

In this paper, a probabilistic model is introduced to obtain feature-based likelihood ratios from linguistically-constrained formant-based i-vectors in a NIST SRE task. Linguistically-constrained formant-based i-vectors summarize both the static and dynamic information of formant frequencies in the occurrences of a given linguistic unit in a speech recording. In this work, a two-covariance model is applied to these “higher-level” features in order to obtain likelihood ratios through a probabilistic framework. While the performance of the individual linguistically-constrained systems are not comparable to that of a state-of-the-art cepstral-based system, calibration loss is low enough, providing informative likelihood ratios that can be directly used, for instance, in forensic applications. Furthermore, this procedure avoids the need for further calibration steps, which usually require additional datasets. Finally, the fusion of several linguistically-constrained systems greatly improves the overall performance, achieving very remarkable results for a system solely based on formant features. Testing on the English-only trials of the core condition of the NIST 2006 SRE (and using only NIST SRE 2004 and 2005 data for background and development, respectively), we report equal error rates of 8.47% and 9.88% for male and female speakers respectively, using only formant frequencies as speaker discriminative information.

1. Introduction

Formant frequencies have strong individualization potential [1] and have been used for forensic voice comparison for several decades [2]. However, most of the studies in automatic speaker recognition over the last two decades [3] have been based on higher dimensional representations of the speech signal (i.e. MFCC, PLP, etc.) due to their ability to extract speaker distinguishing information. Although they are based on spectral information, it is difficult to directly relate the physiological traits of an individual with the set of such extracted features [4]. Formant frequencies, on the other hand, are easily interpretable and directly related with anatomical and physiological characteristics [5][1]. Moreover, interpretable features are helpful in order to correlate with human observations and may lead to find some clues that could be hidden even for very complex cepstral-based systems [6].

In forensic-phonetics, voice comparison is usually performed in the context of linguistic units [1, 7], but reported studies are usually based on limited experimental frameworks (in terms of number of speakers, number of analysed linguistic units, or both) due to the manual processes involved in order to extract formant frequencies or labelling the analysed units.

So, it is of broad interest to analyse the abilities of formant frequencies for speaker recognition following a similar approach but applied on a large-scale experimental framework with the aid of fully automatic systems.

While there have been previous studies on the use of formant frequencies for automatic speaker recognition [8], constraints have been used only in the feature extraction stage but not for speaker modelling. On the other hand, there have been several studies on text-constrained speaker modelling but using mainly cepstral [9] or prosodic features [10]. In both cases, forensic applications have not been addressed in depth. Thus, to some extent this research fills a gap in the literature, and the presented results can give useful insights for the practitioners in the forensic-phonetics field.

In [11], the authors showed that well calibrated likelihood ratios can be obtained per linguistic unit by means of i-vector systems independently developed from linguistically-constrained formant features. However, as using a simple scoring method, an additional calibration step was needed in order to obtain informative likelihood ratios. In this work, a probabilistic framework is applied instead, leading to likelihood ratios that can be directly used avoiding further calibration processes, which usually need additional datasets in order to avoid overoptimistic results. This probabilistic framework is based on a two-covariance generative model similar to that in [12], but with a simpler training step as it has been used in some forensic works [13, 14].

The remainder of the paper is organized as follows. The extraction process of linguistically-constrained formant-based i-vectors is detailed in Section 2. Section 3 introduces the probabilistic model applied to the linguistically-constrained formant-based i-vectors in order to obtain feature-based likelihood ratios. Section 4 describes the experimental framework used for this work, while Section 5 presents the results obtained. Finally, conclusions are drawn in Section 6.

2. Linguistically-constrained formant-based i-vectors

Linguistically-constrained formant-based i-vectors are extracted with the aid of several speech processing tools and attempt to summarize both the static and dynamic information of formant frequencies in the occurrences of a given linguistic unit in a speech recording. First, automatic formant tracking is used in order to obtain the formant frequencies in a given speech file. In order to account for the dynamic information, delta features are also computed and incorporated to the feature vectors. Then, an automatic speech recognition (ASR) system is used to split the stream of feature vectors into different linguistic units.
Finally, for each speech recording, the feature vectors corresponding to the occurrences of a given linguistic unit are used to compute a linguistically-constrained i-vector for that utterance.

2.1. Formant tracking and dynamic information

Automatic formant tracking has been used in order to compute the formant frequencies along a speech recording. Among the free software packages available, Wavesurfer [15] has been selected for this work due to the ease of automate this process for large databases through scripts written in Tcl/Tk [16], as it is developed using the Snack Sound Toolkit library [17].

The Wavesurfer/ Snack formant tracker bases its formant-frequency estimates on a linear prediction analysis performed at each frame, and dynamic programming is used to refine the resulting trajectories [18]. It has been used with default parameters for both male and female speakers, except for the number of formant frequencies to be tracked, limited to three for this work (F1-F3).

In order to account for the dynamic information of formant frequencies, the delta (Δ) or derivative coefficients have been used. Although delta coefficients cannot summarize the whole formant trajectory along a linguistic segment as other approaches attempt [19, 20, 21], they can characterize the local dynamic information while keeping a frame-by-frame rate and a low dimensionality [11]. Derivative coefficients are finally appended to the instantaneous formant frequencies at each frame (10 ms each), giving rise to our 6-dimensional lower-level feature vectors.

2.2. Region conditioning and types of constraints

Voice comparison in forensic-phonetics is usually performed in the context of linguistic units [1, 7], as formant frequencies present much lower intra-speaker variability and higher inter-speaker variability [22, 7] when these constraints are applied to the features to be compared.

Automatic speech recognition (ASR) systems provide both phonetic content and time interval of speech regions in which the audio stream can be segmented. This phonetic content allows to define a large set of candidate constraints among the different types of linguistic units, showing each of them different characteristics in terms of within-unit formant dynamics, unit-length and frequency of occurrence. Among them, the following have been used for this work:

- Phones: although they are the shortest units and can appear in many different linguistic contexts, their high frequency of occurrence allows to develop more robust constrained systems. For this work, 39 phone units from an English lexicon plus two filled pauses (represented as PUH and PUM) were selected. These linguistic units are represented by the “2-character” ARPABET symbols [23] in the phonetic transcriptions provided by the ASR system [24] used. Table 1 shows the correspondence between Arpabet symbols and the International Phonetic Alphabet (IPA) ones.

- Diphones: defined as every possible combination of phone pairs, the 98 most frequent diphones were selected. Compared with phones, they present longer length but much lower frequency of occurrence. However, they show less contextual variation, which may lead to reduce the intra-speaker variability of formant dynamics between different occurrences of the same diphone.

In this work, the phonetic transcription labels produced by the SRI’s Decipher ASR system [24] are used. For this system, trained on English data from telephonic conversations, the Word Error Rate (WER) on native and non-native speakers on the transcribed parts of the Mixer corpus, similar to NIST SRE databases used for this work, was 23.0% and 36.1% respectively.

2.3. I-vector extraction

An i-vector extractor [25] is a factor analysis (FA) based front-end which attempts to summarize the speaker distinguishing information in a given utterance, represented by a set of L feature vectors \{f_1, f_2, ..., f_L\}, through a single low-dimensional vector, the so-called identity vector or i-vector for short. This i-vector w accounts for the speaker and channel/session information present in a given utterance, representing it in a low-dimensional variability subspace. This is done by converting the speaker- and session-independent supervisor (m), usually taken to be the UBM supervector, into the speaker- and session-dependent supervisor (M) that represents a given speaker utterance through:

\[ M = m + Tw \]  

where \( T \) is a rectangular matrix of low rank defining the total variability (TV) space that contains the speaker and channel variability.

In order to obtain a linguistically-constrained i-vector (\( w^C \)), the i-vector extractor is applied only to the set of feature vectors \( \{f_{1}^{\text{C}}, f_{2}^{\text{C}}, ..., f_{L}^{\text{C}}\} \) in the utterance belonging to a particular constraint, \( \mathcal{C} \):

\[ M^{C} = m^{C} + T^{C}w^{C} \]  

For this purpose, independent UBMs and TV subspaces are trained on the background dataset (see Section 4 for details) for every linguistic constraint under analysis. Both the number of components of the UBM (ranging from 2 to 256) and the number of dimensions of the TV space (ranging from 5 to 50) are optimized on the development dataset (see Section 4 for details) for each linguistic unit/constraint.

Finally, linguistically-constrained i-vectors are centred and whitened on the background dataset, and length-normalized.

3. Probabilistic model

3.1. The generative model

Conversely to [11], were cosine scoring and a further calibration step were used, in this work likelihood ratios are directly derived through a probabilistic framework. For this purpose, a two-covariance model [12] is applied. This is a generative model in which a particular observed i-vector \( \mathbf{x}_{ij} \) coming from speaker \( i \) is generated through

\[ \mathbf{x}_{ij} = \theta_{i} + \psi_{j} \]  

where \( \theta_{i} \) is a realization of the speaker random variable \( \Theta \) and \( \psi_{j} \) is a realization of the additive random noise \( \Psi \) representing its within-speaker variation. This noisy term is taken to be constant among different speakers and randomly distributed following

\[ \Psi \sim \mathcal{N}(0, \mathbf{W}) \]  

where \( \mathbf{W} \) is the within-speaker covariance matrix. Thus, the conditional distribution of the random variable \( \mathbf{x}_{i} \) (from which
\( x_{ij} \) is drawn, given a particular speaker \( i \), follows a normal distribution with mean \( \theta_i \) and covariance matrix \( W \)

\[
X_{ij} | (\theta = \theta_i) \sim \mathcal{N}(\theta_i, W)
\]

(5)

On the other hand, speakers means are assumed to be normally distributed, following

\[
\Theta \sim \mathcal{N}(\mu, B)
\]

(6)

where \( \mu \) and \( B \) are, respectively, the mean vector and the covariance matrix of the between-speaker distribution.

### 3.2. Model training

Conversely to [12], model hyperparameters are directly computed in a single step instead of being iteratively trained to maximize the likelihood of the true partitioning of \( m \) speakers in the background dataset. This alternative procedure is more commonly used in forensic studies [13, 14], and it is applied in this work in order to avoid overfitting to the limited background dataset (NIST 2004 SRE).

Within-speaker covariance matrix is computed from the background dataset \( X \), comprising \( N \) i-vectors coming from \( m \) different speakers, through

\[
W = \frac{Sw}{N-m}
\]

(7)

being \( Sw \) the within-speaker scatter matrix given by

\[
Sw = \sum_{i=1}^{m} \sum_{j=1}^{n_i} (x_{ij} - \bar{x}_i)(x_{ij} - \bar{x}_i)^T
\]

(8)

where \( \bar{x}_i \) is the average of the set of \( n_i \) i-vectors from speaker \( i \).

On the other hand, the mean vector and the covariance matrix of the between-speaker distribution are respectively computed by

\[
\mu = \frac{1}{m} \sum_{i=1}^{m} \bar{x}_i
\]

(9)

and

\[
B = \frac{Sb}{m-1} - \frac{Sw}{\bar{n}(N-m)}
\]

(10)

where \( \bar{n} \) is the average number of i-vectors per speaker and the between-speaker scatter matrix, \( S_b \), is given by

\[
S_b = \sum_{i=1}^{m} (\bar{x}_i - \mu)(\bar{x}_i - \mu)^T
\]

(11)

### 3.3. Likelihood-ratio computation

Finally, the likelihood ratio between two given linguistically-constrained i-vectors \( y_1 \) and \( y_2 \) is computed as the ratio between

\[
p(y_1, y_2) = \int_{\Theta} p(y_1|\theta, W) p(y_2|\theta, W) p(\theta|X) \, d\theta
\]

(12)

and

\[
p(y_1) \cdot p(y_2) = \int_{\Theta} p(y_1|\theta, W) p(\theta|X) \, d\theta \times \int_{\Theta} p(y_2|\theta, W) p(\theta|X) \, d\theta
\]

(13)

where \( p(y_i|\theta, W) = \mathcal{N}(y_i; \theta, W) \) is the probability of a linguistically-constrained i-vector \( y_i \) given the knowledge of the speaker \( \theta \), and \( p(\theta|X) = \mathcal{N}(\theta; \mu, B) \) is the between-speaker probability density function obtained from the background dataset \( X \). Closed form expressions for these integrals can be found, for example, in [26].

### 4. Experimental framework

#### 4.1. Datasets

In order to develop and test the linguistically-constrained systems, we have used the datasets and protocols belonging to the NIST SREs carried out on years 2004 [27], 2005 [28] and 2006 [29]. Among them, only English conversations have been used in order to match the characteristics of the ASR system [24]. No other datasets have been used as the authors have access only to the ASR phonetic labels corresponding to those datasets, kindly provided by SRI.

The composition of these datasets and the purposes they have been devoted to are described below:

- **Background:** NIST 2004 SRE dataset [27] comprises 2,541 files (1375.5-minutes, 58130-seconds and 58210-seconds long) from 125 male speakers and 3,626 files (2022.5-minutes, 80230-seconds and 80210-seconds long) from 187 female speakers. It has been used as the background dataset for training UBMs and total variability matrices. It also has been reused in order to train the hyperparameters of the probabilistic model.

- **Development:** NIST 2005 SRE dataset [28] has been used in order to optimize both UBMs components and number of dimensions of the TV subspaces. In [11], this dataset was divided into two halves for additional purposes: one half was used to train the calibration process and the other one to train the fusion rules. Here, as the calibration step is avoided through the introduced probabilistic framework, the whole dataset is used to train the fusion rules. The side-side task of this NIST SRE comprises 11,272 trials from 243 male speakers and 14,793 trials from 342 female speakers.

- **Evaluation:** English-only trials from the core condition of the NIST 2006 SRE [29] were used for evaluating the proposed approach, consisting of 9,720 male trials for 219 target speakers and 14,293 female trials for 298 target speakers.

#### 4.2. Evaluation metrics

Both the calibration and the discriminative properties of linguistically-constrained systems are analysed in this work. Discriminative properties are mainly evaluated through the equal error rate (EER) [30]. It is also used as the criterion by which the subsets of constraints are selected for the combination of linguistically-constrained systems. However, in accordance to the protocols used [29], the minimum of the \( D_{\text{minDCF}} \) is also reported. On the other hand, calibration properties [31] of linguistically-constrained systems are evaluated through the \( D_{\text{target}} \) cost function and the calibration loss (\( D_{\text{calloss}} \)) [32].

### 5. Results

#### 5.1. Reference systems

First, we want to compare with the previous approach in [11], were the same linguistically-constrained formant-based i-
vectors were used. In that study, cosine scoring, z-norm and a calibration step were used to obtain LRs per linguistic-unit. The results per constraint for this system can be seen in Table 2 (only the 10 best performing constraints are shown). The best fused system was obtained through a logistic regression fusion of the N-best performing constraints (see Section 5.3 or [11] for more details), trained on the same development dataset used in this work (NIST 2005 SRE). The performance of this fused system on the evaluation dataset (NIST 2006 SRE) is shown in Table 1.

Secondly, we want to compare with a state-of-the-art cepstral-based system. Our cepstral reference system is based on an i-vector extractor from (unconstrained) MFCC features [25] and a Gaussian PLDA scoring stage [33]. Both gender-dependent 1024-component UBMs and 600-dimensional TV subspace are trained on the background dataset (NIST SRE 2004), but GPLDA hyperparameters are trained on both the background and the development dataset (NIST SRE 2004 and 2005), applying a dimensionality reduction to 200. The performance of this system on the evaluation dataset (NIST SRE 2006) is also shown in Table 1.

<table>
<thead>
<tr>
<th>Reference systems</th>
<th>Male</th>
<th>Female</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formant-based</td>
<td>0.0456</td>
<td>0.0232</td>
<td>0.0303</td>
<td></td>
</tr>
<tr>
<td>Cepstral-based</td>
<td>0.0543</td>
<td></td>
<td>0.0543</td>
<td>0.0030</td>
</tr>
</tbody>
</table>

Table 1: Results on the evaluation dataset for both formant-based and cepstral-based reference systems.

5.2. Independent linguistically-constrained systems

Table 3 shows the results for the 10-best performing constraints (in terms of the EER) on the evaluation dataset when the introduced probabilistic framework is applied. As it can be seen, compared to the previous approach (Table 2), the discriminative performance per linguistic-unit (in terms of the EER) is significantly improved (~15% relative improvement on average for the shared constraints among the 10-best performing ones). Furthermore, although it is slightly increased compared to the previous approach, very low calibration losses are obtained (Closs = ~0.04 on average for this 10-best performing set) without the need for a specific calibration step.

5.3. Fusion of linguistically-constrained systems

Feature-based likelihood-ratios from different linguistic-constraints can be used in order to account for the speaker distinguishing information spread among the different units. In this work, two fusion techniques have been used:

- First, a simple fusion rule, consisting on averaging the log-LRs of the subset of N constraints to be combined, has been applied through
  \[ logLR = \frac{1}{N} \sum_{C \in \text{subset}} logLR_C \]  
  (14)
  where \( logLR_C \) is the log-LR for a particular constraint \( C \).

- Secondly, a linear combination of log-LRs is applied through
  \[ logLR = \alpha_0 + \sum_{C \in \text{subset}} \alpha_C logLR_C \]  
  (15)

where the vector of weights \( \alpha = [\alpha_0, \alpha_C^1, \alpha_C^2, ..., \alpha_C^N] \) is obtained by logistic regression [34] training on the development database, using the FoCal toolkit [35].

The specific subset of \( N \) constraints to be fused is obtained as follows. First, linguistically-constrained systems are sorted by performance, in terms of the EER, on the development dataset. Then, different fused systems are obtained by combining the first two, three, etc., best performing linguistically-constrained systems, up to the total number of constraints. Among them, the fused system with the best performance on the development dataset, which is obtained by fusing the \( N \)-best performing constraints, is selected. While this may not be the set of constraints with the best performance on the evaluation dataset, it is expected that, for a large enough value of \( N \), most of the best-performing constraints will be shared among development and evaluation datasets.

Table 4 shows the results obtained for both fusion techniques on the evaluation dataset. As it can be seen, the average rule make use of a much lower number of constraints than the logistic regression technique. This issue was analysed in [11], where it was shown that the performance of the logistic regression technique on the development dataset improved as more constraints were fused. For male trials, while the discriminative capabilities are similar for both techniques in terms of EER and minDCF, calibration properties are significantly better for the logistic regression technique, specially the calibration loss. The latter is also true for female trials, but also the discriminative capabilities are significantly better compared to the average rule.

Regarding our reference systems (Table 1), the logistic regression fusion of the feature-based LRs obtains a relative improvement in performance, in terms of the EER, of 11.5% and 23.3% for male and female trials, respectively, compared to our formant-based reference. While the performance is still far from the cepstral-based reference system, it is a very remarkable result for a system solely based on formant features which, in addition, can be directly applied in different forensic settings.

6. Conclusions

In this paper, we have introduced a probabilistic framework in order to obtain feature-based likelihood ratios from formant-based linguistically-constrained i-vectors. Linguistically-constrained formant-based i-vectors summarize both the static and dynamic information of formant frequencies in the occurrences of a given linguistic unit in a speech recording, and are extracted in a fully automatic way with the aid of several speech processing tools, including automatic formant tracking and automatic speech recognition.

A probabilistic model applied to formant-based i-vectors of a given linguistic constraint allows to provide feature-based likelihood ratios for isolated linguistic units, avoiding further calibration processes which usually need additional datasets. Although the discriminative performance of linguistically-constrained systems is not comparable to that of a cepstral-based state-of-the-art system, informative calibrated LRs can be obtained for voice comparisons without the need for further calibration steps.
Cosine scoring + z-normalization + calibration (log. reg.)

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constraint</td>
<td>EER (%)</td>
</tr>
<tr>
<td>AE</td>
<td>21.21</td>
</tr>
<tr>
<td>AY</td>
<td>21.38</td>
</tr>
<tr>
<td>N</td>
<td>22.26</td>
</tr>
<tr>
<td>L</td>
<td>23.24</td>
</tr>
<tr>
<td>AX</td>
<td>23.80</td>
</tr>
<tr>
<td>AH</td>
<td>23.96</td>
</tr>
<tr>
<td>PUH</td>
<td>24.32</td>
</tr>
<tr>
<td>Y</td>
<td>24.68</td>
</tr>
<tr>
<td>EH</td>
<td>24.83</td>
</tr>
<tr>
<td>R</td>
<td>24.96</td>
</tr>
</tbody>
</table>

Table 2: Results on the evaluation dataset for the 10 best-performing constraints obtained with the previous approach in [11].

Two covariance model

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constraint</td>
<td>EER (%)</td>
</tr>
<tr>
<td>L</td>
<td>18.21</td>
</tr>
<tr>
<td>N</td>
<td>18.35</td>
</tr>
<tr>
<td>AY</td>
<td>18.43</td>
</tr>
<tr>
<td>AE</td>
<td>19.50</td>
</tr>
<tr>
<td>R</td>
<td>20.61</td>
</tr>
<tr>
<td>Y</td>
<td>21.38</td>
</tr>
<tr>
<td>AX</td>
<td>21.50</td>
</tr>
<tr>
<td>IH</td>
<td>21.76</td>
</tr>
<tr>
<td>OW</td>
<td>21.90</td>
</tr>
<tr>
<td>DH</td>
<td>22.32</td>
</tr>
</tbody>
</table>

Table 3: Results on the evaluation dataset for the 10 best-performing constraints when the introduced probabilistic framework is applied.

N-best fusion of linguistically-constrained systems

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>EER (%)</td>
</tr>
<tr>
<td>Average rule</td>
<td>19</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>138</td>
</tr>
</tbody>
</table>

Table 4: Results on the evaluation dataset for the fusion of the N-best performing linguistically-constrained systems, for the average rule and the logistic regression fusions.
Furthermore, feature-based LRs can be successfully combined through different fusion techniques, obtaining great improvements in discriminative performance compared with the independent linguistically-constrained systems by themselves. For a simple average fusion rule, tens of units can be fused at the cost of slightly higher calibration losses. For the logistic regression technique, as being a trained fusion rule, a larger number of units can be fused while keeping very good calibration properties. While the performance is still far from the cepstral-based reference system, it is a very remarkable result for a system solely based on formant features which, in addition, can be directly applied in different forensic settings.
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B. Phonetic transcription codes

A. Mathematical notation

Column vectors are denoted by bold lower-case letters and matrices by bold upper-case letters, while scalar quantities are denoted by lower-case italic letters. Random variables are denoted by upper-case non-italic letters. $P(\cdot)$ is used to indicate the probability of a certain event, while $p(\cdot)$ denotes a probability density function. We denote a $d$-dimensional Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$ by $\mathcal{N}(\mu, \Sigma)$ and the corresponding probability density function by $\mathcal{N}(x; \mu, \Sigma)$ ($x \in \mathbb{R}^d$).
Table 1: 39 phones from the Arpabet phonetic transcription code and their correspondent IPA symbols (extracted from [36]).