Lexical and affective models in early acquisition of semantics
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Abstract

Motivated by theories of early language development in children we investigate the contribution of affective features to early acquisition of lexical semantics. For the task of semantic similarity between words, semantic and affective spaces are modeled using network-based distributed semantic models. We propose a method for constructing semantic activations from a combination of lexical and affective relations and show that affective information plays a prominent role in our lexical development model.

Index Terms: early lexical acquisition, distributional semantic models, semantic-affective models

1. Introduction

Computational models of lexical semantics can construct semantic representations for linguistic units ranging from words (word embeddings) to sentences and beyond. Distributional semantic models (DSMs) have revolutionized the way we represent meaning. Traditional DSMs deal with high-dimensional spaces exploiting patterns of word co-occurrences extracted from text corpora [1]. Such spaces can be further processed for creating embeddings with desired properties, e.g., low-dimensional dense representations [2, 3]. Despite recent progress in various semantic tasks (e.g., semantic classification, similarity computation) these models are fundamentally different from humans regarding the acquisition of word semantics [4]. Children are capable of inferring the meaning of new (unknown) words even from few examples [5, 6], while DSMs are not robust to data sparsity. Inferring the semantics of words and their relations based on few or no in-domain data is an example of one-shot or zero-shot learning (e.g., see [7]), which is the focus of the present work. DSMs being robust to data sparsity enable the development of semantic modules in the framework of human-child interaction where the system has to be grounded in the contextual environment that is likely to include unknown objects.

DSMs have been criticized as “ungrounded”, since they rely solely on linguistic information ignoring features from other modalities and experiential information that are related to the acquisition of semantic knowledge. This is also referred to as the symbol grounding problem [8]. Experimental findings indicate that real-world experiences also play a role for the acquisition of lexical semantics [9]. For example, [10] suggests that language acquisition is (also) grounded on communication episodes where partners exchange feelings.

The key hypothesis of this work is that the affective content of words can facilitate the acquisition of lexical semantics in the early stages of first language acquisition. The computational framework used here is a two-tier system, motivated by cognitive considerations such as lexical/affective activations and priming, where a target word facilitates the cognitive process of another [11, 12]. In tier I, local network areas (sub-spaces) are activated, triggering a number of attributes that are (semantically/affectively) related with the target. We exploit both lexical and affective activations, as well as their fusion, for computing semantic similarity between words. In tier II, we operate on the semantic/affective activations of words to estimate semantic similarity. We set up our experiments to simulate data sparsity conditions that roughly correspond to early acquisition by humans, namely, networks of small sizes, and availability of few examples for the target (unknown) words.

The rest of this paper is structured as follows. Related work is briefly discussed in Section 2. In Section 3, we present the lexical and affective features used for the creation of activations, while in Section 4, we present the activation-based computational model used in our analysis. The experimental data and settings are provided in Section 5, and the evaluation results are reported in Section 6. Section 7 concludes this work.

2. Related work

Vocabulary growth has been studied extensively in the linguistic and computational literature. The rate of lexical acquisition is not linear: there is a sudden surge in the rate of learning new words, especially nouns known as the “vocabulary spurt” or “naming explosion”. Over the last 15 years a number of computational models have been used to model the vocabulary spurt phenomenon on the basis of factors such as: associative learning, selective attention, rational inference ([13, 14, 15, 16]). There are few computational models based on the sociopsychological approach using intentions and feelings as input, e.g., [17, 18] in infant word learning.

Word-level representations constitute the core of DSMs typically constructed from co-occurrence statistics of word tuples. Word-level DSMs can be broadly categorized into unstructured and structured with respect to the extraction of contextual features. A comparison can be found in [19]. The bag-of-words model is a widely approach for the extraction of such contextual features (e.g., see [20]) based on word co-occurrence patterns. Recently, the computation of contextual features was posed in a learning-based framework where the goal is to estimate the context in which the words of interest are expected to occur [2, 3]. A comparison of this advancement with traditional DSMs is discussed in [21] for several tasks of lexical semantics. Word-level representations are the building blocks for phrase- and sentence-level models [22, 23] motivated by the principle of semantic compositionality [24]. A research direction that aims to alleviate the lack of grounding in DSMs deals with the incorporation of features from modalities other than text in order to augment the text-based DSMs, e.g., see [25] for image-derived features, and for audio-based features [26].

Based on the key hypothesis of the present work, in this paragraph a brief overview of affective text analysis is pre-
3. Lexical and affective features

The underlying assumption of this work is that the affective content of words can facilitate the acquisition of lexical semantics. This is investigated via the exploitation of lexico-semantic and affective spaces, which are constructed by employing the similarity metrics presented in Section 3.1 and 3.2, respectively.

3.1. Semantic similarity metrics

Numerous metrics have been proposed for the estimation of semantic similarity between words (a more detailed analysis can be found here [33]). In this work we utilize corpus co-occurrence statistics and, specifically, the Dice coefficient $D$ metric defined as follows

$$D(w_i, w_j) = \frac{2 \cdot |M; w_i, w_j|}{|M; w_i| + |M; w_j|}$$  \hspace{1cm} (1)

where $|M|$ is a set of all sentences in a corpus and $|M; w_i, ..., w_{i+n}|$ stands for the number of occurrences of words $w_i, ..., w_{i+n}$ within $|M|$. The use of the co-occurrence metrics is motivated by experimental findings suggesting that lexical co-occurrences stand as salient cues for the early acquisition of word semantics (e.g., see [34]).

3.2. Affective similarity metrics

A word $w$ is characterized regarding its affective content in a continuous (within the $[-1, 1]$ interval) space consisting mainly of three dimensions (affective features), namely, valence, arousal, and dominance. This model that was first proposed by [30] and enhanced by [35] relies on the assumption that given some metric of similarity between two words, one may derive the similarity between their affective ratings. For each dimension, the affective content of $w$ is estimated as a linear combination of its semantic similarities to a set of $N$ words with known affective ratings, referred as seed words, as follows.

$$\hat{v}(w) = a_0 + \sum_{i=1}^{N} a_i v(t_i) S(t_i, w),$$  \hspace{1cm} (2)

where $t_1, ..., t_N$ are the seed words, $v(t_i)$ is the affective rating for seed word $t_i$ with $a$ denoting one of the aforementioned dimensions, $a_i$ is a trainable weight corresponding to seed $t_i$, and $S(\cdot)$ stands for the semantic similarity metric (see Section 5.3.1) between $t_i$ and $w$.

4. Network-based model

Here, we provide a brief overview of the used computational framework [32], which consists of two layers. The first one is the activation layer that includes the words that are semantically/affectively related to target word $w$. It is computed according to the metrics defined in Section 3. The second layer is referred to as the similarity layer, and it is used for the computation of similarity between words based on their activations created in the previous layer. The proposed network can be represented as an undirected graph, whose set of vertices include the words under investigation and the set of edges contain links between the vertices. The links between words (nodes) in the network are determined and weighted according to their pairwise (lexical or affective) similarity metrics defined in Section 3.

Figure 1: Example of semantic activations representing words “book”, “library” when the number of examples encountered for the word “library” in the corpus is increased from (a) 5 to (b) 50.

4.1. Layer 1: Activation models

Lexical activations $(L_w)$: The computation of the lexical activation model is motivated by semantic priming [11]. Given a target word $w$, the members of $L_w$ are the $m$ most similar words to $w$. Any metric of semantic similarity can be applied. In this work, we used the word co-occurrence metric defined in (1).

Affective activations $(A_w)$: The affective activation of a target word $w$ is motivated by affective priming [12]. The members of $A_w$ are selected according to a metric of affective similarity (see Section 3.2) i.e., the $m$ most similar words to $w$ are selected.

Lexical and affective activations $(F_w)$: We assume that both semantic and affective activations are triggered given lexical stimuli, e.g., the target words for which similarity is computed. Also, we further hypothesize that both activation types, $L_w$ and $A_w$, can be fused rather being exploited independently. Here, we adopt a fusion scheme proposed in [36] for computing the activation $N_i(n)$ of a target word $w$; that is defined as follows:

$$F_w^{N_i(n)} = f(Q(w_i, L_i([H])); Q(w_i, A_i([H])); n)$$  \hspace{1cm} (3)

where $Q(w_i, L_i([H])$ and $Q(w_i, A_i([H]))$ stand for the vectors including the semantic and affective similarity scores between target $w_i$ and the members of $L_i([H])$ and $A_i([H])$, respectively. $H$ is the largest possible semantic/affective activation. $f(\cdot)$ stands for a function that computes the maximum element-wise value, i.e., for each lexicon entry and the target $w_i$, the respective maximum semantic or affective similarity score is selected. Before applying the maximum element-wise function the two feature vectors are aligned and normalized. The $f(\cdot)$
4.2. Layer 2: Similarity layer

In this layer, the semantic similarity between pairs of words is computed based on their respective activations. We follow a similarity metric proposed in [32] that was motivated by attributional similarity suggesting that semantically similar words are expected to exhibit correlated similarities with respect to affective or lexical features. Given two words, \( w_i \) and \( w_j \), which are represented by their activations, \( N_i \) and \( N_j \), their semantic similarity is defined as follows:

\[
R_{\text{si}}(w_i, w_j) = \max\{b_{ij}, b_{ji}\} \tag{4}
\]

where 

\[
b_{ij} = \rho(C_i^{N_i}, C_j^{N_j}), \quad b_{ji} = \rho(C_i^{N_j}, C_j^{N_i}), \quad N_i = \{x_1, \ldots, x_n\} \quad \text{and} \quad C_i^{N_j} = \{S(w_i, x_1), S(w_i, x_2), \ldots, S(w_i, x_n)\}.
\]

The \( \rho \) is the Pearson’s correlation coefficient, \( N_i \) refers to the activation of \( w_i \) and \( S(.) \) is a semantic similarity metric. 

The vectors \( C_i^{N_i} \), \( C_i^{N_j} \), and \( C_j^{N_j} \) are computed similarly to \( C_i^{N_i} \). The activations utilized in (4) are assumed to include semantic attributes (properties) of the words of interest \( w_i \) and \( w_j \). Such attributes have been suggested to play an important role during the early acquisition of word meaning (for example, see [37, 38]).

5. Experimental data and settings

In this section, we present the experimental setup for the proposed activation models.

5.1. Corpus and evaluation dataset

We defined a vocabulary, \( V \), consisting of 8752 English nouns extracted from the SemCor3 corpus. For each entry of the vocabulary, a query was submitted to a web search engine and the snippets of the 1000 top documents were downloaded [39]. The retrieved snippets were aggregated for creating a text corpus.

The performance of the activation-based similarity metric defined in (4) was evaluated for the task of semantic similarity computation between nouns. For this purpose, we used a subset\(^1\) of the MEN dataset [25] consisting of 684 pairs. The Pearson’s correlation coefficient between the automatically estimated similarities and the human ratings (ground truth) was used as evaluation metric.

5.2. Sparsity

Unlike computational methods such as DSMs, the real-life acquisition of lexical semantics is performed by the exploitation of very few word examples in an incremental fashion [40]. The following scenario was adopted in order to simulate the aforementioned process. Consider a pair of words, \( w_i \) and \( w_j \), for which the semantic similarity is to be computed. We assumed that for a member of the pair (randomly selected) few examples (i.e., sparsity) were available in the used corpus. For this purpose, we performed appropriate corpus decimation (also random). Under this condition, we created lexical and affective activations, as well as their fusion as described in Section 4.1. Based on these activations we computed the semantic similarity between \( w_i \) and \( w_j \) according to (4). We experimented with a varying number of instances. For each number of instances, the entire process (i.e., from corpus decimation to similarity computation) was repeated ten times. The performance is reported in terms of average correlation taking into account the correlation scores that were achieved for each of the ten runs.

In Figure 1, we present the fused (lexical and affective) activations of \( \text{book} \) and \( \text{library} \) which can be exploited according to (4) for computing their similarity. In this example, we assume that a child already knows the word \( \text{book} \) but has only heard the word \( \text{library} \) a limited number of times. For this example, the word \( \text{library} \) is encountered five (Figure 1(a)) and 50 times (Figure 1(b)) in our network-based model. In the case of Figure 1(a), the activation of \( \text{library} \) includes words that are moderately related with it. The semantic similarity of \( \text{library} \) and the members of its activation is enhanced for the case of Figure 1(b). For this case the similarity score between \( \text{book} \) and \( \text{library} \) is expected to be more accurate compared to the former case.

\(^1\)We used those words included in the vocabulary of 8752 nouns.
5.3. Activations and network filtering

In this section, we briefly present the parameters of the experimental model.

5.3.1. Activations

The following are the parameters used for the construction of lexical/affective activations:

1. Network size: the number of words that constitute the network. We report results for \( H = \{50, 100, \ldots, 5000\} \).
2. Number of instances used for investigating sparsity as mentioned in Section 5.2. In the reported experiments we used \( k = \{3, 5, \ldots, 100\} \).
3. Activation size: number of words included in the activation layer defined in Section 4.1. We experimented with \( n = \{10, 20, \ldots, 100\} \), however, here we report results only\(^3\) for \( n = 40 \).

For the creation of affective spaces, (2) was applied relying on the ANEW lexicon [41] as proposed in [30]. Cosine similarity was applied for the computation of \( S(\cdot) \) that appears in (2) using DSMs. The affective similarity between two words, \( w_i \) and \( w_j \), was computed as the cosine similarity over the three-dimensional (valence, arousal, dominance) space. For the activation-based similarity metric shown in (4), as \( S(\cdot) \) we used the co-occurrence-based metric defined by (1).

5.3.2. Network filtering

The largest size of the network equals to \(|V|\) words (see Section 5.1). We experimented with varying network sizes, considering the following criteria for selecting a subset of vocabulary \( V \) of \( H \) size:

1. Corpus frequency.
2. Familiarity, i.e., the degree of exposure to and knowledge of the word.
3. Age of acquisition, i.e., the expected age at which one acquires the word.

For each word of the vocabulary the aforementioned scores were computed. The computation of familiarity and age of acquisition scores was performed according to the approach proposed in [31].

6. Evaluation results

In Figure 2, we present Pearson correlation as a function of the network size for activation size \( n = 40 \). This is shown for different number of instances, namely, five (Figure 2(a)) and 50 instances (Figure 2(b)). The words that were included in the network were selected with respect to the earlier age of acquisition. The performance is shown for both lexical, \( L_u \), and affective activations, \( A_p \), as well as for their fusion \( F_u \), denoted as lexical+affective. The main observation is that the model based on affective activations outperforms the lexical model for small network sizes (< 1000) regardless of the number of instances used. Also, the proposed fusion of lexical and affective activations yields performance that is higher (or equal) to the best individual model. Specifically, approximately 0.50 correlation\(^3\) is achieved for networks consisting of 2000 words when 50 instances are used (see Figure 2(b)).

In addition, we investigated the role of the network selection method as a function of the number of instances used. This is shown in Figure 3 for the fusion-based model using a network of 250 words and activation sizes \( n = 40 \). The performance is shown for three selection methods according to word scores dealing with corpus frequency, familiarity, and the earlier (younger) age of acquisition. In the same plot, we also present the performance for the random selection of network words. Slightly higher correlation is achieved by the method based on age of acquisition compared to the rest methods for up to 20 instances. As the number of instances increases, familiarity and corpus frequency tend to yield higher correlation than the other methods.

7. Conclusions

We investigated a computational framework motivated by cognitive considerations, namely, network activations and semantic/affective priming. This was applied to the computation of semantic similarity between words. We focused on sparsity conditions that roughly model the early acquisition of lexical semantics namely, networks of small sizes, and few examples for the words of interest. The key finding is that the exploitation of affective activations facilitates the acquisition of lexical semantics for small networks. In addition, we found that the fused lexical and affective activations outperform the respective individual models.

Future work will deal with the investigation of more fusion schemes. Also, we plan to fuse the affective activations with activations created by other modalities other than text, e.g., using visual and acoustic features and similarity metrics. Last but not least, we aim to further verify the universality of the presented models using datasets in other languages.
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