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1 ABSTRACT
This paper describes the use of an explicit word duration model in the environment of a HMM based time asynchronous stack search decoder. The benefit of the method is demonstrated on the task of connected digit recognition. Analysis of typical errors observed on this task suggests that appropriate word duration modeling can improve recognition accuracy. Duration model based on the Gamma Distribution, applied as a post-processing step during iterations of the search algorithm, reduces the error rate of the baseline system by 14%.

2 INTRODUCTION
Current connected digit string recognition systems can achieve very high decoding accuracy. Typically the word error rates are below 1% (for clean speech, such as the TI digits data set). It has been observed the distribution of errors is not uniform among all digits [3]. Certain digits (in specific context) are more likely to be decoded incorrectly. For example, the digit OH is frequently misrecognized, especially in a context of one or more repeated OHs. Detailed analysis of the cause of this phenomenon and appropriate corrective actions can lead to significant reduction of the error rate of the connected digit recognition system. The fact that the involved digits are associated with short acoustic segments suggests that proper duration modeling can reduce the error rate.

Approaches to explicit duration modeling can be divided into two major groups. The first approach incorporates the duration model into the acoustic model [2]. While good performance can be achieved, the overhead represented by increased demand on training data and cpu is usually prohibitive. The second approach relies on the independently trained duration model used as a post-processor, to perform re-scoring of N-best sequences. The drawback of this technique is the inherent limitation of a post processing scheme - the correct path can be pruned out during the earlier steps of decoding. However the post-processing approach is very popular for it's simple implementation and minimal overhead in both model training and decoding. This technique is usually used in the time synchronous environment (Viterbi decoder). Implementation in a non-Viterbi decoder (e.g. maximum likelihood based decoder) poses certain complications, since the exact duration of a each model node is not known. This work shows that that post-processing type can be still efficiently used in such situations.

3 ANALYSIS OF ERRORS
The TI digits corpus [5] was chosen as a test corpus. It has been observed that certain digits (OH, EIGHT) are more likely to be involved in decoding errors. Moreover, the context in which these digits appear, plays an important role. The experiments confirmed the previous observations, practically all deletion errors involve either OH or EIGHT. The bulk of these deletion appear in the context of repetition of the same digit. Since the TI corpus is relatively rich on string of repeated OHs and EIGHTs, it was possible to analyze these errors and determine probable cause of this behavior. Table 1 shows the counts of deletions and insertions of these two digits. All error count are also shown as percentages of the total number of errors. As can be seen, deletions and insertions of OH and EIGHT represent 71% of all errors.

It is straightforward to implement explicit duration modeling in the time asynchronous stack search decoding scheme [1]. It allows to incorporate the post-processing explicit duration model into the search during the forward pass. The N-best re-scoring is elimi-
nated, while the inexpensive post-processing approach is used. The core of the decoder is a stack, which keeps several best hypothesis during the search, each of which is characterized by a sequence of words, the most probable end time, total score of the path and an end-time distribution. This distribution, properly normalized, represents the probability density function of the exact end time of a particular path. It is usually limited to a certain time interval around the most probable ending time. It is obtained by the forward pass computation of the total likelihood of the HMM representing the evaluated path. This distribution is used as initial distribution for the following word models.

The shape of this distribution is typically characterized by a distinct global maximum (the most probable end time) and exponential decay in both directions away from this maximum. If the distribution contains two or more local maxima, it could mean that two distinct utterances of the same digit are being matched by a single model. An explicit word duration model can be used to eliminate the false local maxima and emphasize the correct maximum.

An example of such situation is shown in figure 1. The uttered sequence was TWO OH OH. The solid line represents the end-time distributions of each word. When the first OH is uttered, the the curve peaks at the correct end time and then decreases during the pause between the utterances. But at the beginning of the next utterance of the same word, the curve starts to rise again and peaks at end of this second utterance. On the same picture, the result of a forced extension of the second utterance of OH using the end-time distribution of the previous OH is shown. Due to the penalty imposed by the language model, the achieved final probability is actually lower and the final path containing only a single utterance of OH is selected as the best path.

Decreasing the language model probability would certainly solve this particular problem. But the weight with which the language model probability is applied is a global parameter which is usually tuned for the optimal ratio between insertion and deletion errors. A solution with only local effect would be more appropriate.

4 EXPLICIT MODELING

Conventional Hidden Markov Models (HMM) implicitly model the duration probability distribution of each state \( p_i(\tau) \) by a Geometric distribution, i.e. \( p_i(\tau) = a_i^{\tau-1}(1-a_i) \), where \( i \) is the state, \( \tau \) is the duration and \( a_i \) is the state self transition probability.

This geometric distribution is usually inappropriate for the duration distribution modeling of real words. Other types of distributions had been proposed for the explicit state and word duration modeling. For example, the Gamma distribution was found to produce a high quality fit to the duration distribution observed on the training data [4].

\[
p(x) = \frac{\alpha^k}{\Gamma(p)} e^{-\alpha x} x^{k-1} \quad \alpha > 1, p > 0 \quad (1)
\]

In figure 1, the duration distribution of each word (obtained from the Gamma distribution model (1) is shown (dashed line) positioned relatively to the end of the previous word. Obviously, the second and main peak of the distribution lies completely out of the range of acceptable durations of the word OH. Figure 2 shows how the situation changes after the end time distribution of the previous word is weighted by the duration distribution - the second peak practically disappears and the sentence is recognized correctly.

The advantage of the asynchronous approach is apparent here. Since the whole end-time distribution is available for inspection, certain techniques can be applied to make a decision if the use of the duration model is appropriate. For example, if only one distinct peak in the distribution is identified, there is usually little need for use of the duration model, moreover, unnecessary penalties imposed by the model on unusually long or short pronunciations can be avoided. On the other hand, if the two peaks with a relatively deep gap between them are found the duration model clearly helps to emphasize the right peak.

Since the duration model is applied at each iteration during the forward recognition pass, there is no need of a post-processing step, while the advantages of the post-processing approach are fully utilized.

5 RECOGNITION EXPERIMENTS

For recognition experiments, a system was built using the TI digits database. The system uses different acoustic models for sub-phonetic units in different contexts. These instances of context dependent classes are identified by growing a decision tree from the training data. The acoustic feature vectors that characterize the training data at the leaves are modeled by a mixture of Gaussians pdf’s, with diagonal covariance matrices (a total 4300 Gaussians were used). As far as the output distributions on the state transitions of the model are concerned, rather than expressing the output distribution directly in terms of the feature vector, the IBM system expresses it in terms of the rank of the leaf [6]. The acoustic front end uses a FFT based filter
bank followed by cepstral rotation. Frame energy and dynamic parameters \((\Delta + \Delta \Delta)\) were added to each feature vector. Sentence based cepstra mean removal was used.

Viterbi segmentation of the training data was performed to obtain data for the Gamma distribution model estimation. A weighting factor was applied to each word duration model to match the dynamic range of the end point distributions. The new end-time distribution is computed as:

\[
p'_e(t) = w_m \times p_T(t - t_{\text{start}}) \times p_e(t)
\]

where \(p_e(t)\) is the original end-time distribution, \(t_{\text{start}}\) is the beginning of the word (the most probable end time of the previous word) and \(p_T(x)\) is the trained Gamma distribution model \((1)\). The proper weighting factor \(w_m\) was found experimentally.

The test set of the TI digits database (8700 sentences) was decoded first by a conventional decoder, without any duration model. In the second step, the above described method was used to apply the duration model. No constraints were imposed on the length of the decoded digit string. Table 1 compares the number of insertions and deletions of digits \(OH\) and \(EIGHT\). Use of the duration model cause a slight increase in the number of insertions, but at same time significantly reduces the number of deletions, especially in case of the digit \(EIGHT\). Total error rate (computed both word and string-wise) is shown in Table 2. As can be seen, the application of the duration model reduces the error rate by 14%.

### Table 1: Comparison of errors counts

<table>
<thead>
<tr>
<th></th>
<th>OH</th>
<th>EIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ins</td>
<td>del</td>
</tr>
<tr>
<td>without model</td>
<td>36 (19%)</td>
<td>59 (32%)</td>
</tr>
<tr>
<td>with model</td>
<td>39 (24%)</td>
<td>49 (30%)</td>
</tr>
</tbody>
</table>

Table 2: Comparison of error rates

<table>
<thead>
<tr>
<th></th>
<th>without model</th>
<th>with model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word error rate</td>
<td>0.65 %</td>
<td>0.56 %</td>
</tr>
<tr>
<td>String error rate</td>
<td>1.94 %</td>
<td>1.67 %</td>
</tr>
</tbody>
</table>

6 CONCLUSION

The presented method helps to eliminate the most fre-
quent type of errors in the connected digits task - deletion of short words. Explanation of causes of these errors was presented and it was shown that the duration modeling can be effectively used to reduce the error rate. The achieved accuracy of the system is competitive with the performance reported on the TI digits task [2] [3] [4].
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