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ABSTRACT
Signal representation is crucial for designing a speech recognizer. The feature extractor selects the information to be used by the classifier to perform the recognition.

In noisy environments, the data vectors representing the speech signal are changed and the recognizer performance is degraded by two main facts: (1) the mismatch between the training and the recognition conditions and (2) the degradation of the signal to be recognized. In such a situation, the representation of the speech signal plays an important role.

In this paper, we analyze the importance of the representation for speech recognition in noise. We apply the Discriminative Feature Extraction (DFE) method to optimize the representation. The experiments presented in this work show that the DFE method, which has been successfully applied in clean environments, leads also to improvements of the speech recognizers in noise.

1. INTRODUCTION
Noise that contaminates the speech signal changes the data vectors representing the speech. In noisy environments, the performance of speech recognizers is degraded by two main facts:

- The distribution of vectors representing the speech signal is affected by the noise type and level. So, if the signal in the operating environment is contaminated with a certain noise, it is optimal to train the system with a reference signal contaminated with the same type of noise and SNR. Otherwise, the mismatch between the reference and the operating environments degrades the recognizer performance.

- The contamination of the signal leads to a random modification of the feature vectors. Therefore, even in the case of training the system in the same conditions as the operating environment, a reduction of the recognition accuracy is observed.

The representation of the speech signal plays an important role in the noisy speech recognition. In order to improve the performance of speech recognizers in noise, recent studies have been carried out on the representation [1]. Some methods are oriented to the search of noise resistant features and robust distance measures. In these schemes, a robust feature vector is utilized for the representation of the speech signal, so that the effect of the noise is minimum.

Some works present comparative studies about the robustness of different parameters or distance measures against different types of noise. For example, for a cepstral representation, the projection measure is more robust than Euclidean distance because the angle between vectors is less affected by noise than their norms [2].

A different way for increasing the robustness of a certain representation consists in the application of transformations which enhances the most robust components of the feature vector. For example, for a cepstral representation, an adequate liftering window can increase the robustness of the recognizers. The bandpass liftering window proposed by Juang et al. [3] is shown to provide a good performance under different noise conditions.

The discriminative training have been applied for computing robust transformations of a set of parameters. The Linear Discriminant Analysis (LDA) [4] improves clean recognition and some comparative tests show that LDA leads also to more noise robust representations [5].

More recently, the Discriminative Feature Extraction (DFE) method has been proposed for improving the representation of the speech signal [6] [7]. The feature extractor is a transformation applied to the original feature vectors and the parameters of the transformation are discriminatively trained in order to minimize the error-rate. In the new representation space, the most discriminative components are enhanced and this increases the discrimination capability of the recognizer.

In this work, we compare the behavior of speech recognizers in noise for several representations and we apply the DFE method for improving the representation. The importance of the representation for speech recognizers in noise is discussed. The experiments show that the DFE method, which has been successfully applied in clean environments, also improves the representation for speech recognition in noise.

2. DISCRIMINATIVE FEATURE EXTRACTION
The DFE representation is obtained by applying a linear transformation to the original feature space, \( \bar{x} = Vx \), (where \( x \) are the original feature vectors and \( \bar{x} \) the transformed ones). The elements of the transformation \( v_{n,p} \) are iteratively computed with the Minimum Classification Error criterion [8] by a gradient descent algorithm in order to minimize a cost function \( L \) which represents the classification error. At iteration \( k \), \( v_{n,p} \) is computed by gradient descent of the cost function,

\[
\begin{align*}
V^{k}_{n,p} &= V^{k-1}_{n,p} - \eta \frac{\partial L}{\partial v_{n,p}} \\
L &= L_{m}(X_{m})
\end{align*}
\]

where \( \eta \) is the convergence coefficient. Let \( \{X_{1}, \ldots, X_{M}\} \) be the set of training sequences and \( \{\lambda_{1}, \ldots, \lambda_{l}\} \) the set of classes; the cost function can be defined as,

\[
L_{m}(X_{m}) = \frac{1}{1 + e^{-\alpha d_{m}(X_{m})}}
\]

where \( d_{m}(X_{m}) \) is the distance between the feature vector \( X_{m} \) and the class vector \( \lambda_{m} \).
where \( g_i = g_i(X_m, \lambda_i) \) are the discriminant functions (the recognized class is the one whose discriminant function is the largest one) and \( \lambda_{i(m)} \) is the correct class for the considered sequence \( X_m \). This way, \( l_m \rightarrow 0 \) for a correctly classified vector and \( l_m \rightarrow 1 \) for an incorrect classification (\( l_m \) is a smooth and derivable classification error function for sequence \( X_m \)).

In order to compute \( \partial L / \partial v_{n,p} \), it is necessary to know the discriminant functions, which are given by the definition of the classifier. According to the results discussed in [7], the transformation and the classifier are independently trained. Therefore, for the estimation of the transformation a very simple classifier is utilized, and all the training processes for the definitive classifier are performed in the new optimized representation space.

The classifier proposed for the estimation of the transformation, models the production of the feature vectors that belong to each class \( \lambda_i \) by one spherical Gaussian probability density function,

\[
P(\tilde{x} | \lambda_i) = \frac{1}{(2\pi \sigma_i^2)^{d/2}} \exp \left( -\frac{1}{2} \left[ \frac{||\tilde{x} - \tilde{y}_i||^2}{\sigma_i^2} \right] \right) \quad (3a)
\]

\[
\tilde{y}_i = E_i[\tilde{x}] \quad \sigma_i^2 = \frac{1}{d} E_i[||\tilde{x} - \tilde{y}_i||^2] \quad (3b)
\]

where \( d \) is the dimensionality of the representation space, and \( E_i[\cdot] \) means average over all the vectors that belong to the class \( \lambda_i \). According to this model, for a given sequence \( X_m = x_1, \ldots, x_T \), the discriminant functions are constructed as,

\[
g_i(X_m | \lambda_i) = \log P(X_m | \lambda_i) = \frac{1}{T} \sum_{t=1}^{T} \log P(\tilde{x}_t | \lambda_i) \quad (4)
\]

From the definition of the cost function, and taking into account that \( \tilde{x} = Vx \), it is possible to compute \( \partial L / \partial v_{n,p} \), and this allows the iterative estimation of the transformation by using equation (1). The DFE transformation enhances the most discriminative features, and this improves the representation of the speech signal.

### 3. Experimental results

#### 3.1. Recognition task

A speaker independent isolated word recognition task has been developed for testing the different representations under several noise conditions. The vocabulary is composed of 16 words (10 Spanish digits and 6 keywords) and the data base is composed of 3 utterances of every word recorded from 40 speakers (20 male and 20 female). In order to study the effect of noise, the original speech signal is contaminated with additive Gaussian white noise. Recognition experiments are performed for several SNRs ranging from 35 dB to 0 dB.

#### 3.2. Representation of the speech signal

The speech signal has been sampled (sample frequency \( f_s = 8 \text{kHz} \)) and segmented into frames of 32 ms, overlapped 16 ms. We have computed 20 cepstral coefficients (from 10 LPC coefficients), 20 delta cepstral ones, the energy and the delta energy for every frame of speech.

The feature vectors have been obtained from these coefficients by applying several liftering windows to the cepstral and delta cepstral vectors, or by applying a transformation computed with the DFE method. We have applied rectangular, triangular [2], statistically weighted [9] and raised-sine [3] liftering windows (these representations are labelled Rect, Tri, SW and R-sin, respectively). Two representations have been obtained by DFE, from two different initializations. The first one is initialized using a Rect liftering window and the second one, using a SW liftering window. These DFE representations are labeled DFE-A and DFE-B respectively.

#### 3.3. Recognition systems

Two variants of HMM-based recognition systems have been used: Discrete Hidden Markov Models (DHMM) [10] and Multiple VQ Hidden Markov Models (MVQHMM) [11]. The DHMM system has been implemented using a 512 centroids codebook. For the MVQHMM system, a 32 centroids codebook is used for every class.

#### 3.4. Recognition results

Some experiments have been developed for comparing the proposed representations. The differences among these experiments are related to the way the training data set was prepared.

#### 3.4.1. Experiment 1

In the Experiment 1 the recognition systems are trained using clean speech. Figure 1 shows the recognition-rate versus the operating SNR for both DHMM and MVQHMM, for the representations Rect, Tri, SW and R-sin.
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For both recognition systems a similar behavior can be observed. The Rect representation provides a good result for
high SNR but the degradation is very fast. The Tri one is more robust but the performance for clean speech is poor. The SW and R-sin representations provide a good result for clean conditions, without the degradation observed for Rect.

In Table 1 the recognition results for the DFE representations are included in comparison to the other representations. In this experiment, since the DFE transformations are trained using clean speech, the improvements obtained with these transformations are less important as the SNR is smaller.

Table 1: Recognition rate (%) for systems trained using clean speech

<table>
<thead>
<tr>
<th>SNR</th>
<th>Rect</th>
<th>Tri</th>
<th>SW</th>
<th>R-sin</th>
<th>DFE-A</th>
<th>DFE-B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clean</td>
<td>95.15</td>
<td>89.58</td>
<td>93.59</td>
<td>95.78</td>
<td>97.34</td>
<td>96.61</td>
</tr>
<tr>
<td>35 dB</td>
<td>95.52</td>
<td>89.53</td>
<td>93.96</td>
<td>95.73</td>
<td>97.55</td>
<td>96.77</td>
</tr>
<tr>
<td>30 dB</td>
<td>93.85</td>
<td>89.48</td>
<td>93.91</td>
<td>94.22</td>
<td>96.77</td>
<td>96.56</td>
</tr>
<tr>
<td>25 dB</td>
<td>87.14</td>
<td>87.92</td>
<td>92.45</td>
<td>93.96</td>
<td>94.74</td>
<td>94.79</td>
</tr>
<tr>
<td>20 dB</td>
<td>66.35</td>
<td>82.61</td>
<td>86.82</td>
<td>88.60</td>
<td>90.31</td>
<td>90.16</td>
</tr>
<tr>
<td>15 dB</td>
<td>36.77</td>
<td>72.24</td>
<td>69.74</td>
<td>75.94</td>
<td>74.12</td>
<td>73.70</td>
</tr>
<tr>
<td>10 dB</td>
<td>17.40</td>
<td>51.93</td>
<td>33.59</td>
<td>51.88</td>
<td>41.93</td>
<td>42.14</td>
</tr>
<tr>
<td>5 dB</td>
<td>8.59</td>
<td>30.36</td>
<td>12.97</td>
<td>18.91</td>
<td>15.10</td>
<td>16.25</td>
</tr>
<tr>
<td>0 dB</td>
<td>6.77</td>
<td>12.40</td>
<td>7.29</td>
<td>7.24</td>
<td>9.74</td>
<td>10.52</td>
</tr>
</tbody>
</table>

The improvement observed for the DFE representations for clean or not very degraded speech is due to the discriminative training of the feature extractor. But the discriminative training can degrade the performance when there is a mismatch between the training and test conditions. For this reason, the degradation is faster for the DFE representations when the speech signal is severely corrupted.

3.4.2. Experiment 2

In order to reduce the differences between the training and test conditions, in the Experiment 2 we have trained the systems using a corrupted speech signal with SNR=25dB. This way, there is a slight degradation of the performance for clean speech, but under noisy environments, the degradation is smaller than the one observed when the systems are trained with clean speech. Figure 2 shows the recognition results versus the operating SNR for R-sin (the best one of the liftering windows) and for the DFE representations.

In this experiment, the DFE transformations were also estimated using the database corrupted at a SNR=25dB, and this increases the robustness of the representation in comparison to the R-sin representation. As can be observed, the accuracy of both recognizers is increased by the application of the DFE representations for SNRs greater than 10dB.

3.4.3. Experiment 3

In order to obtain more robustness against the different noise conditions, in the Experiment 3 the systems are trained using the training database corrupted with different levels of noise. 8 databases were generated from the original one, by adding additive Gaussian white noise at different SNRs ranging from 35dB to 0dB. The system (and the DFE transformations) were trained in this experiment using a database composed of all these corrupted databases and the original one. This increases significantly the training computational load, but not the recognition process. The effect of such a training is the adaptation of the system (and the DFE representations) for a wide range of noise levels. Figure 3 shows the recognition-rate when the systems are trained using this strategy.

An important increment of the accuracy can be observed with respect to the experiments 1 and 2, because this scheme of training reduces the mismatch between the reference and operating environments. The DFE method optimizes the representation for all the noise levels and the performance of the recognizers is improved with respect to the R-sin representation.

3.4.4. Discussion of the results

The results presented in the Experiment 1 show the importance of the representation in noisy speech recognition. The representations utilized in this experiment only differs in the weights applied to the original coefficients. Therefore, a representation is more robust than other because it enhances the most robust coefficients and reduces the contribution to the distance measure of the least robust ones. For the rectangular liftering window, the contribution to the distance measure is mainly due to the low order cepstral and delta cepstral coefficients, which are severely affected by the noise. This causes the fast degradation observed
for this representation. The triangular lifting window reduces the contribution of the low order cepstral and delta cepstral coefficients. But these coefficients are also useful for the recognition. For this reason, even though this representation is more robust than others, the performance is poor in relatively clean operating environments. The Statistically Weighted representation is usually a good starting point, because it equalizes the contribution of the different components in the feature vector, and for the cepstrum-LPC, the raised-sine lifting window provides good results as shown in several studies and observed in this experiment.

The main effect of the DFE transformation over the low order cepstral and delta cepstral coefficients is a reduction of their contribution to the distance measure (like the Tri, SW and R-sin lifting windows). However, there is also a small adjustment of the weights in order to optimize the representation for the training conditions. This makes the DFE representations improve the other ones in an operating environments close to the training conditions, but be non optimal when the operating and training environments are very different.

The DFE representations improve the recognition accuracy for all the proposed experiments with respect to the other lifting windows when the mismatch between training and recognition is not excessive.

4. CONCLUSIONS

The experimental results show the importance of the speech representation for speech recognition in noise. The DFE method, which improves the representation in clean conditions, improves also the representation in noisy environments. The improvements with respect to the best non-discriminative representation (R-sin) could be considered not very important in comparison with the noise degradation. However, the DFE method provides an improvement without an increment of the computational complexity of the recognizer, and has improved the best non-discriminative representation without a-priori information and from different initializations.
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