ABSTRACT

In this paper, a new method to cluster words into classes is proposed in order to define a statistical language model. The purpose of this algorithm is to decrease the computational cost of the clustering task while not degrading speech recognition performance. The algorithm provides a bottom-up hierarchical clustering using the reciprocal neighbours method. This technique consists in merging several pairs of classes within a single iteration. Experiments on a spontaneous speech corpus are presented. Results are given both in terms of perplexity and word recognition error rate. We obtain a large reduction in the number of iterations necessary to build a classification tree and thus a CPU time reduction in building the model as well as a reduction in both perplexity and word error rate.

1. INTRODUCTION

The purpose of statistical language modeling is to estimate the probability of sequences of words. According to the bigram approximation, the probability of such a sequence is the product of probabilities of each word of the sequence given its predecessor. Those bigram probabilities are estimated by counting occurrences over a training corpus. The main drawback of the relative frequency estimator is that it provides a null probability for events (e.g. succession of two words) never occurring in the training corpus. In order to overcome the sparse data problem, classifying words offers an alternative to smoothing techniques.

As the probability of a word given its predecessor, in a class-based language model, depends on its class and on its predecessor’s class, the reduced number of classes implies a reduction of the amount of unseen events. Words that seldom occur in the training corpus are also better modeled as they can belong to a class which represents many occurrences.

A possible approach to establish a classification consists in automatically generating a partition of the vocabulary. In this case, multiple membership for a word is not allowed. Then, if $g(w)$ denotes the class of $w$, the probability of a word $w_i$ given its predecessor $w_{i-1}$ is computed as follows:

$$p(w_i \mid w_{i-1}) = p(w_i \mid g(w_i)) \ p(g(w_i) \mid g(w_{i-1}))$$  \hspace{1cm} (1)

As it is computationally expensive to try every partition of a vocabulary as soon as its size gets large enough, greedy clustering algorithms have been proposed [1], [4].

In [1], Brown presents a bottom-up hierarchical clustering algorithm that proceeds as follows: initially, each word is assigned to its own class. Then, pairs of classes are successively merged, according to a criterion relying on the average mutual information between adjacent classes, until all the elements are grouped into a single cluster. At each iteration, the merged pair of classes is the one for which the resulting loss in average mutual information (computed over the training corpus) is the lowest.

The resulting hierarchical classification can be visualised through a binary tree, the root of which is the final single cluster and the leaves of which are the initial elements to be classified. Such a tree is called a dendogram [2]. Once the hierarchy is built, one has to extract a mapping of the words into classes. This is achieved by cutting the tree at a level given by the chosen final number of classes.

The criterion value is computed for each pair of classes and for each iteration. Given that $V$ iterations are necessary to build the hierarchical classification tree for a vocabulary of $V$ words, the complexity of the algorithm (which is mainly related to the updating of the distance matrix) increases dramatically as the size of the vocabulary grows. As a consequence, we have searched for a better trade-off between computational cost and language model performance by reducing the computational cost while keeping equivalent performance.

We then propose to improve this algorithm, in terms of computational cost on one hand, and in terms of speech recognition performance on the other hand. The principle is to reduce the cost of the distance matrix updatings by merging in a same iteration several pairs of classes. The next section presents the reciprocal neighbours algorithm and its application to the mutual information criterion.

2. THE RECIPROCAL NEIGHBOURS ALGORITHM

The objective of this section is to propose an alternative bottom-up hierarchical clustering algorithm relying on the notion of reciprocal neighbours [3]. This algorithm
allows one to reduce the number of iterations necessary to build a dendrogram. Even if the complexity of each iteration is increased, the overall computational time is reduced and this is achieved without degrading performance.

### 2.1 Principles of the algorithm

Assume that we are dealing with a clustering task in which the criterion is a distance measure between two classes \( i \) and \( j \): \( d(i,j) \). If \( G \) is the current partition of the initial set, we define for any class \( i \) in \( G \):

\[
dd(i) = \min_{j \in G, j \neq i} \{d(i,j)\}
\]

\[
v(i) = \{j; \ j \in G, \ j \neq i; \ d(i,j) = dd(i)\}
\]

Then two classes are reciprocal neighbours if \( i \in v(j) \) and \( j \in v(i) \). In other words, a pair of reciprocal neighbours is a pair of classes which are mutually nearest neighbours.

The clustering algorithm based on reciprocal neighbours proceeds as follows:

- at a given iteration, all the pairs of reciprocal neighbours are merged simultaneously\(^1\).

As several merges are achieved in a single step, the main interest of this method is the reduction of the number of iterations. Although the complexity of each iteration is higher, the computational cost is also reduced because the global number of operations for distance matrix updating decreases.

From a theoretical point of view, the algorithm based on reciprocal neighbours leads exactly to the same classification as the basic one, providing that the distance measure \( d \) satisfies the reducibility axiom (also called the median axiom) [2]. Let \( \{h,h'\} \) denote the class obtained by merging the two classes \( h \) and \( h' \).

**Median axiom:**

For any elements \( h, h', h'' \) of a partition \( G \),

<table>
<thead>
<tr>
<th>if</th>
<th>( d(h,h') \leq \min{d(h,h''), d(h',h'')} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>then</td>
<td>( \min{d(h,h''), d(h',h'')} \leq d((h,h'),h''). )</td>
</tr>
</tbody>
</table>

In other words, if \( d \) is a distance measure satisfying this axiom. Assuming that \( (h,h') \) and \( (h'',h''') \) are two pairs of reciprocal neighbours for that distance, if we choose to merge first \( h \) and \( h' \) then the new class \( \{h, h'\} \) cannot be closer to \( h'' \) than \( h''' \) is. Therefore, \( h'' \) and \( h''' \) remain reciprocal neighbours after the merging. Hence, if the median axiom holds for the distance then both pairs may be merged in the same step leading to an equivalent result.

### 2.2 Application of the algorithm to the loss of mutual information metric

Concerning our study, the distance is, as for the Brown algorithm, the loss of average mutual information. Let \( p_{l,m}(l,m) \) denote the probability of observing in the training corpus the succession of two words from class \( l \) and class \( m \), respectively, at iteration \( k \). Let then \( p_{l}(l) \) denote the probability of class \( l \) at iteration \( k \).

\[
p_{l}(l) = \sum_{m} p_{l}(l,m) = \sum_{m} p_{m}(m,l) \tag{2}
\]

The average mutual information between adjacent classes is defined at iteration \( k \) as:

\[
I_{k} = \sum_{l,m} p_{l}(l,m) \log \frac{p_{l}(l,m)}{p_{l}(l) p_{m}(m)} \tag{3}
\]

The distance between two classes is then the difference between \( I_{k} \) and the resulting \( I_{k+1} \) that would be computed at the next iteration if those two classes were merged.

Given that merging two classes affects the loss of mutual information value for every other pair of classes, the median axiom, presented above, is not satisfied. The reciprocal neighbours clustering algorithm doesn’t provide exactly the same classification tree as the previous bottom-up hierarchical one. Consequently, we have had to adapt the reciprocal neighbours algorithm to this particular metric.

Actually, it is possible that a merged class at a given iteration modifies the set of reciprocal neighbours determined for this same iteration. To be more precise, if two classes \( h \) and \( h' \) are reciprocal neighbours but are far from each other, it is more likely to observe that a newly formed class becomes closer to \( h' \) than \( h \) is. One possibility arises then, that is to set a threshold over the loss of mutual information value.

In order to choose appropriate thresholds, histograms of the values of the distance between selected reciprocal neighbours at each iteration have been plotted. From this observation, different ways of setting a threshold are proposed.

The first proposal is directly related to the histograms as the threshold is chosen to depend on both the minimal and the maximal value of the distance, among selected reciprocal neighbours.

Let \( RN \) denote the set of all reciprocal neighbours at iteration \( i \). We define:

\[
d_{\min}^{i} = \min\{d(h,h') : (h,h') \in RN_{i}\}
\]

\[
d_{\max}^{i} = \max\{d(h,h') : (h,h') \in RN_{i}\}
\]

The threshold is computed according to the following formula, where \( n \) denotes a constant coefficient:

\[\text{threshold} = \frac{n}{d_{\max}^{i} - d_{\min}^{i}} \]
\[ \Theta_i = d_{\text{min}}^i + \frac{d_{\text{max}}^i - d_{\text{min}}^i}{n} \]  \quad (4)

The set of neighbours effectively merged at iteration \( i \) is then:
\[ RNT_i = \{ (h,h') \in RN_i / d(h,h') \leq \Theta_i \} \]

The second approach is easier to implement but allows us to study another phenomenon related to the first merges in the classification process. It consists in determining the minimal value of the distance for pairs in \( RN_i \) (as was done above) and in computing the threshold as follows:
\[ T_i = \tau \cdot d_{\text{min}}^i \]  \quad (5)

where \( \tau \) is a constant real coefficient.

The problem with this method is that, for the first merges, the value of \( d_{\text{min}}^i \) is very low and often insignificant. Multiplying it by a coefficient is problematic. In order to overcome this problem, we set a fixed value \( T_0 \) for the threshold when \( d_{\text{min}}^i \) is considered to be too low (below \( 10^{-5} \) in our experiments).

### 2.3 Low-occurring words

As we noticed above, bottom-up hierarchical clustering algorithms based on mutual information suffer from the fact that the first merges are decided upon using very low, and sometimes insignificant, values of the criterion. A possible way to overcome this drawback is to treat separately words that seldomly occur in the training corpus. In fact, the membership of such words to one or another class has only little impact on the overall mutual information. It is easy to notice that most of the first merges concern low-occurring words.

We propose here a simple way to treat those words that is to cluster them all together into a single class which remains unchanged during the clustering process. If \( \text{MinCount} \) denotes the minimum number of occurrences for a word to be taken into account in the clustering task, the classification tree will be built only over those words occurring more than \( \text{MinCount} \) times as will be discussed in the next section.

### 3. EXPERIMENTAL RESULTS

Experiments are run on a spontaneous speech corpus composed of transcriptions of human-computer spoken dialogues on the AGS voice service directory inquiry demonstrator [5]. The vocabulary contains 858 different words, 782 of them occurring in the training text. The training corpus consists of 26362 words (5661 sentences), and the test corpus consists of 4041 words from 816 sentences.

In order to compute perplexity on the test set for the different models, probabilities are smoothed according to a smoothing threshold. Unseen events probabilities are set to a constant small value \( \varepsilon \).

Speech recognition tests are carried out with a HMM-based, speaker independent, continuous speech recognition software working over the telephone network.

First of all, the class-based model constructed with the Brown algorithm classification is tested and compared with a word bigram model. A minimum for both perplexity and word error rate is reached at approximately 300 classes. At that point, both are below the corresponding perplexity or word error of the word bigram model rate (4% reduction for the word error rate).

Concerning the reciprocal neighbours algorithm, the classification tree is built in far less iterations. Although each iteration has a higher complexity, the CPU time needed to build the tree is lowered. The following table indicates both number of iterations and CPU time for different algorithms (notations are defined in the previous section):

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>CPU time (s)</th>
<th>CPU reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown</td>
<td>782</td>
<td>1864</td>
</tr>
<tr>
<td>R.N. no threshold</td>
<td>116</td>
<td>1629</td>
</tr>
<tr>
<td>R.N. ( n = 2 )</td>
<td>152</td>
<td>1584</td>
</tr>
<tr>
<td>R.N. ( \tau = 5 )</td>
<td>113</td>
<td>1629</td>
</tr>
<tr>
<td>Brown ( \text{MinCount} = 3 )</td>
<td>468</td>
<td>468</td>
</tr>
<tr>
<td>R.N. ( \text{MinCount} = 3 )</td>
<td>85</td>
<td>424</td>
</tr>
</tbody>
</table>

Table 1 indicates a reduction of the number of iterations by a factor from around 5 to 7, while the CPU time is reduced by 13% to 15%.

One of the main advantages of the reciprocal neighbours algorithm is that it provides a classification tree with different levels, each level corresponding to one iteration. All the neighbours that are merged in a given iteration belong to the same level. Level 0 corresponds to the initialisation of the algorithm where each word belongs to its own class. The root of the tree, where all words are gathered into a single class is the highest level. A mapping can then be extracted from the tree for every level.

Perplexity as well as word error rate are evaluated on the test corpus.

The first results compare the Brown algorithm and reciprocal neighbours algorithm in its original form (that is without any threshold). Figures 1 and 2 show that both outperform the word bigram model and the
The reciprocal neighbours algorithm gives slightly better results.

Even though the latter seems to be less precise, it is possible to explain why it gives better results when considering the first merges. As we said previously, the first values of the criterion are often unsignificant and the choice of one pair of classes to merge rather than another one is not very reliable. On the contrary, with the reciprocal neighbours algorithms many merges are done in the very first iterations. If the average number of merges per iteration is 5.14, there are 83 merges in the first iteration and, at the fifth iteration, a total of 166 pairs of classes are merged. Thus, perturbations due to numerical inaccuracies are reduced.

We now compare different versions of the reciprocal neighbours algorithm, that is different ways of setting a threshold over the loss of mutual information values. Considering the first possibility derived from the histograms, testing several values for \( n \) have shown that 2 was the optimal value. It performs equivalently with a slight reduction in CPU time.

As for the second possibility, the optimal values have proven to be \( \tau=5 \) for the multiplicative coefficient and \( T_0 = 1.5 \) for the fixed threshold applied to low values of the minimal distance. Both lead to equivalent performance as the original algorithm. This allows to conclude that even if the median axiom is not satisfied and if the hierarchical algorithm based on reciprocal neighbours doesn’t provide the same dendrogram as the simple hierarchical one, it doesn’t affect the performance and actually gives slightly better results.

The last set of experiments deals with low occurring words. Several values of the minimum number of occurrences for a word to be taken into account during the clustering process (MinCount) have been tested. For MinCount = 3, the number of clustered words drops from 782 to 468. The tree is then built in far less time, as indicated in the table at the beginning of this section. Here again, the reciprocal neighbours algorithm applied to words occurring more than MinCount times in the training corpus is faster than the Brown algorithm and the results are slightly better with the reciprocal neighbours algorithm.

It is interesting to note that not classifying the low-occurring words lead to a 4-fold reduction in computational cost while keeping performances equivalent to the case where all the words are clustered.

4. CONCLUSION

A new bottom-up hierarchical clustering algorithm is presented which enables a large reduction of the number of iterations necessary to build a classification tree as well as the corresponding CPU time. The speech recognition word error rate is also reduced. A possible interpretation is that the algorithm minimises the effects of numerical unaccuracy in computing the low values of the metric during the first merges of the clustering process. Further tests on larger corpora should help us in the interpretation.

Another interest of this hierarchical clustering algorithm is that it provides a tree where each level corresponds to a specific classification. In future work, we will investigate extracting an optimal level of classification for each word of the vocabulary.
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