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ABSTRACT

A general class of Computationally Efficient locally Recurrent Networks (CERN) is described for real-time adaptive signal processing. The structure of the CERN is based on linear-in-the-parameters single-hidden-layered feedforward neural networks such as the Radial Basis Function (RBF) network, the Volterra Neural Network (VNN) and the recently developed Functionally Expanded Neural Network (FENN), adapted to employ local output feedback. The corresponding learning algorithms are described and key structural and computational complexity comparisons are made between the CERN and conventional Recurrent Neural Networks. A speech signal is used, which shows that a Recurrent FENN based adaptive CERN predictor can significantly outperform the corresponding feedforward FENN and conventionally employed linear adaptive filtering models.

1. INTRODUCTION

In conventional multi-layered feedforward neural networks such as the Multi-Layered Perceptron (MLP), nonlinear transformations are performed on the data at both input and output layers thus requiring the use of complex non-linear learning algorithms (such as Back Propagation). This leads to problems such as slow convergence and multi-minimum error surfaces [1-3]. Optimisation techniques such as genetic algorithms, learning automata and simulated annealing, although capable of achieving the global minimum require extensive computations [2]. Recently linear-in-the-parameters (with respect to the output layer weights) neural networks using a single hidden layer, namely the Radial Basis Function (RBF) [2], the Volterra Neural Network (VNN) [3] and a newly developed Functionally Expanded Neural Network (FENN) [7][8] have been proposed to alleviate the need of non-linear learning algorithms.

The other main paradigm of neural networks, namely Recurrent Neural Networks (RNNs) [2][5][9][11-13] have conventionally been based on multi-layered feedforward neural networks, with feedforward and feedback connections between some or all of the network nodes. Consequently, the main drawback of RNNs to-date has been their learning computational requirements. For example, the well known Real-Time-Recurrent Learning (RTRL) algorithm [9] which is widely used to update RNNs has a computational complexity which increases as $O(N^3)$, where $N$ is the total number of network nodes [5].

In this paper, we present a class of RNNs based on feedforward linear-in-the-parameters neural networks, employing local output feedback. Specifically, by exploiting the links between recurrent linear-in-the-parameters neural networks and conventional Infinite Impulse Response (IIR) filters, a recursive Gauss-Newton type and stochastic gradient algorithm are given that are capable of operating in real-time. It is shown that the computational requirements of these algorithms is significantly less, of $O(N)$ to $O(N^2)$, compared to $O(N^3)$ for the conventional RTRL.

The paper is organized as follows: section 2 presents the general structure of the proposed class of Computationally Efficient Recurrent Networks (CERN) together with an overview of the corresponding learning algorithms. Section 3 discusses the computational requirements of the proposed algorithm and compares them with those of the RTRL algorithm employed by conventional RNNs. Section 4 presents the results of applying the CERN to real-time modeling of speech signals. These results compare the performances of the recurrent FENN, the feedforward FENN and a conventional linear filter. Finally, section 5 presents the conclusions.

2. THE COMPUTATIONALLY EFFICIENT RECURRENT NETWORKS (CERN)

The general structure of the Multiple $n$ Input Multiple $m$ Output (MIMO) computationally efficient recurrent networks (CERN) is illustrated in Figure 1. As can be seen, it is basically a two-layer feedforward linear-in-the-parameters neural network employing local output feedback. The single hidden layer comprises a functional expander which performs a non-linear transformation that maps the input space onto a new non-linear hidden space of possibly increased dimension. The non-linear approximation ability of the CERN relies mainly on the type of functional expansion employed. The form of the functional expansion model is completely general, and depends on the choice of the feedforward ANN employed [7].

For the case of a FENN based CERN, the functional model uses a hybrid expansion that is, a combination of
sigmoidal shaped, Gaussian shaped and polynomial subset activation functions [7].

The output layer of the CERN comprises a set of linear combiners corresponding to the number of desired outputs (available for network training). Each network output is the result of summation of the weighted values of the non-linearly expanded input terms and its own past values. Mathematically, the j-th output of the CERN (for a \[1\times N\] functional expansion of the \(n\) inputs and feedback of \(M_j\) past values of the j-th output) is:

\[ y_j(k) = \sum_{i=1}^{N} a_{ji} y_j(k-i) + \sum_{i=1}^{M_j} b_{ji} f_i(k) \quad \text{for } j=1,2,...,m \]  

(2.1)

where \(a_{ji}\) and \(b_{ji}\) are the feedback and feedforward weights respectively for the j-th output, \(f_i(k)\), \(l=1,...,N\) are the functionally expanded input terms, define, which transform the input space \(R^n\) of \(n\) inputs \([x_1(k) ... x_n(k)]\) onto a new non-linear hidden space of increased dimension \(R^M\), and \(y_j(k-i)\), \(i=1,...,M_j\) are the \(M_j\) past values of the j-th output \(y_j(k)\). The above CERN is said to be recurrent of order \(M_j\) for the j-th output \(y_j(k)\). Note that each output layer node has feedback from the weighted past values of its own output only, not from the outputs of other nodes. In this context, the CERN employs local output feedback similar to Frasconi et al.'s architecture [4], as opposed to global output feedback employed in the fully recurrent structures such as the Real-Time Recurrent Network (RTRN) [9].

The weights for a general MIMO CERN are updated as follows:

Defining at time \(k\): \(\Theta(k)=[a_{1j}(k) ... a_{Mj}(k) b_{1j}(k) ... b_{Nj}(k)]^T\) and \(X(k)=[y_1(k-1) ... y_j(k-M_j) f_1(k) ... f_M(k)]^T\) equation 2.1 above may be written as:

\[ y_j(k) = \Theta_j^T(k)X_j(k) \quad \text{for } j=1,2,...,m \]  

(2.2)

where \(T\) denotes the transpose operator. \(\Theta(k)\) is now chosen to minimise the Mean Squared Error (MSE) cost function \(J\) defined as: \(J=(1/2)E(e(k)^2)\), where \(E(.)\) is the expectation operator, and \(e(k)\) is the j-th output error defined by: \(e(k)=d(k)-y_j(k)\), with \(d(k)\) being the j-th desired output (which is available during the CERN on-line or off-line training mode). Using a gradient approach, a recursive estimator for the j-th output in this context, the CERN-stochastic gradient:

\[ \Theta_j(k+1) = \Theta_j(k) + \mu e_j(k+1) \frac{\partial y_j(k+1)}{\partial \Theta_j(k+1)} \]  

for \(j=1,...,m\) where \(\mu\) is the convergence factor.

This algorithm requires only the order of \((M+N)\) operations but has a much slower convergence.

### 3. COMPUTATIONAL CONSIDERATIONS AND COMPARISON WITH THE CONVENTIONAL RTRL ALGORITHM

Conventional RNNs are trained by the RTRL algorithm [5] which is a temporal supervised learning algorithm based on an approximation to the method of steepest descent. The RTRL is nonlocal in the sense that each weight must have access to the complete weight matrix and the complete error vector. At any time \(k\) it requires consideration of a total of \((M^2+MN)\) values of each dynamic output gradient computed with respect to all the feedback and feedforward weights [5]. On the contrary, the CERN learning algorithm RTRU is local and requires just \((M^2+MN)\) operations for the estimation of each of its output gradient (assuming the same number of hidden layer nodes \(N\) in both the structures).

Note that the above reduction in the relative complexity of the CERN learning algorithms has been achieved by employing non-linear basis functions only at the single input hidden layer of the CERN, whereas in conventional multi-layered RNN structures non-linear basis functions are employed at both the hidden and output layers. Therefore, the CERN structure is
similar to a simple IIR type filter with a functionally transformed input, whereas on the contrary, conventional RNNs are highly non-linear in the parameters Multi-Layered Perceptron (MLP) based structures with full interconnections (feedforward and feedback) between all nodes.

4. APPLICATION OF THE CERN TO REAL-TIME SPEECH MODELLING

As discussed by Connor et al [12] and Hussain [7], Recurrent ANNs (RANNs) will be more effective than Feedforward ANNs (FANNs) in modeling only certain classes of non-linear dynamical processes. Specifically, for the modeling of Non-linear Auto-Regressive Moving Average (NARMA) output-error type processes, RANN based non-linear predictors will be more effective than corresponding FANN based predictors. On the other hand, RANNs will not give any advantage over FANNs in the modeling of Non-linear Auto-Regressive (NAR) type time series processes. For the difficult problem of real-time adaptive non-linear prediction of non-stationary signals, which is synonymous with on-line modeling of the underlying physical mechanism responsible for the generation of the time series, the traditional method of supervised learning employed by the conventional FANNs and RANNs is unsuitable because of their off-line requirements [5]. What is needed is a neural network that can learn on-line that is, the network continuously learns to adapt to the statistical variations of the incoming time series whilst performing its filtering operation.

The CERN structure described above can be readily adapted to perform the above role by making the effective training period of the RTRU algorithm equal to infinity. Thus the training period is equated to the length of the incoming time series. In the following example, a real speech signal will be modeled using a feedforward (2,20;1)FENN, a corresponding (2,20,1,1)RFENN based CERN, and a similar order linear FIR predictor.

The overall MSEs computed for each predictor are compared in Table 1, which shows that the non-linear RFENN gives the best adaptive performance followed by the FENN and the FIR. In [5] Haykin suggests that the performance of a non-linear adaptive predictor may be enhanced by using a linear predictor in series with a RNN. A new hybrid RFENN-FIR based modified CERN predictor was thus devised, comprising a (2,20;1,1)RFENN subsection with its output feeding into a 16-tap linear FIR subsection. The weights of the FIR subsection were adapted using the Least Mean Squares (LMS) algorithm. In Table 2, the RFENN-FIR based adaptive predictor model is seen to significantly outperform the stand-alone RFENN based CERN structure.

5. CONCLUSIONS

A general class of CERN structures has been presented which are based on single-hidden layered, linear-in-the-parameters feedforward ANNs adapted to employ local output feedback. The associated RTRU learning algorithm has been derived and structural and learning computational requirements of the CERN shown to be significantly simpler compared to those of the conventional multi-layered Recurrent Neural Networks (RNNs). A RFENN based CERN has been successfully employed for performing adaptive (on-line) non-linear prediction of real-world noisy highly non-stationary time series, and shown to outperform the feedforward FENN and the conventional linear adaptive filtering models. In various other case studies detailed in [7], RFENN based predictor models have been employed for off-line modeling of NARMA output-error type time series processes, and shown to significantly outperform the FFENN and MLP based predictors, whilst providing comparable performance to the conventional more complex multi-layered fully RNN predictor models recently reported in [12]. Multi-dimensional time series processes have also been successfully modeled using multiple output FENN based predictor models [7]. Details on the various possible structural and learning variations of the CERN and in particular, their relationship to a recently reported class of Locally Recurrent Globally Feedforward Networks (LRGFN) [13] can be found in [7]. Currently, the adaptive modeling performance of the RFENN is being compared with other CERN structures namely, the Recurrent RBF and Recurrent VNN, in addition to conventional RNN based predictor models, for a variety of real-world processes.
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Figure 1: General Structure of the MIMO CERN.