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ABSTRACT
This paper describes an approach to estimating the parameters of continuous density HMMs for visual speech recognition. One of the key issues of image-based visual speech recognition is normalization of lip location and lighting condition prior to estimating the parameters of HMMs. We present an average-intensity and location normalized training method, in which the normalization process is integrated in the model training. The proposed method provides a theoretically-well-defined algorithm based on a maximum likelihood formulation, hence the likelihood for the training data is guaranteed to increase at each iteration of the normalized training. Experimental results show that the recognition performance can be significantly improved by the normalized training.

1. INTRODUCTION
One of the difficulties in visual speech recognition is the extraction of feature parameters from the image sequence of lips. Methods to extract speech information from image sequences are largely categorized into two approaches: model-based approach and image- or pixel-based approach. In the image-based approach, pixel values of the image are preprocessed and then used as the feature vector. However, this process must take account of the variety of lighting condition, lip location, rotation, and scaling. The statistical models (e.g., HMMs) are trained with such a variation, the distributions of different classes overlap each other, and the discriminatory capabilities of the statistical models may be reduced. Therefore, the training data must be normalized prior to model training.

This paper proposes an approach to estimating the parameters of continuous density HMMs for visual speech recognition, in which normalization of average-intensity and lip location is integrated in the model training. Our approach to visual speech recognition is based on the success of a normalization approach for auditory speech recognition: SAT (speaker adaptive training) [1]-[3]. The SAT is a normalized training technique, in which speaker normalization based on the MLLR (Maximum Likelihood Linear Regression) [4] is integrated in the model training. Although the idea of [5] is similar to that of this paper, the proposed method provides a theoretically-well-defined algorithm based on the ML (maximum likelihood) criterion, and can normalize average-intensity and location simultaneously within an ML formulation.

This paper is organized as follows. An ML-based normalization framework is described in the next section. The section 3 describes the re-estimation algorithm for the normalized training. The section 4 presents experimental results. Concluding remarks and our plans for future work are presented in the final section.

2. ML-BASED NORMALIZATION FRAMEWORK
In image-based visual speech recognition, we normalize average-intensity and location of lips by an affine transformation:

\[
\hat{o}^{(r)}(t) = A^{(r)} o^{(r)}(t) + b^{(r)}
\]

where \( o^{(r)}(t) \) and \( \hat{o}^{(r)}(t) \) are the original image vector and the normalized lip image vector, respectively, associated with utterance \( r \) at time \( t \). Note that the intensity values of all pixels in the image are collected in a long one-dimensional vector. A rectangular matrix \( A^{(r)} \) extracts mouth part from the original image and sub-samples the extracted image. If the size of \( o^{(r)}(t) \) and the block size of sub-sampling are \( L \) and \( k \), respectively, each row of \( A^{(r)} \) consists of \( k \) elements of \( 1/k \) and \( L - k \) elements of \( 0 \), and the arrangement of the non-zero elements depends on the location of extracted mouth part. The vector \( b^{(r)} \) consists of additive coefficients for average intensity normalization:

\[
b^{(r)} = [b^{(r)} \ldots b^{(r)}]^T
\]

We assume that the lip location and average-intensity do not change very much during one utterance, one transformation is prepared for each utterance.

In the conventional normalization approach, the transformation \( (A^{(r)}, b^{(r)}) \) is determined prior to estimating the parameters of HMM. In our method, \( (A^{(r)}, b^{(r)}) \) is determined so as to maximize the likelihood of the HMM parameters \( \mathcal{M} \), that is, the optimal transformation \( (A^{(r)}, b^{(r)}) \) is derived as

\[
(A^{(r)}, b^{(r)})' = \operatorname{argmax}_{(A^{(r)}, b^{(r)})} P(\hat{O}^{(r)} | \mathcal{M})
\]

where \( \hat{O}^{(r)} = [\hat{o}^{(r)}(1), \hat{o}^{(r)}(2), \ldots, \hat{o}^{(r)}(T_r)] \) is the lip image sequence associated with an utterance \( r \). However, to determine \( (A^{(r)}, b^{(r)})' \), we need the HMM \( \mathcal{M} \) which cannot be trained unless transformations for all the training utterances, \( (A^{(r)}, b^{(r)}), r = 1, 2, \ldots, R \) are determined. Therefore the optimum set of transformations \( (A^{(r)}, b^{(r)}), r = 1, 2, \ldots, R \) and the set of HMM parameters \( \mathcal{M} \) are jointly estimated so as to maximize the likelihood:

\[
\lambda' \operatorname{argmax}_{\lambda} P(\hat{O} | \mathcal{M})
\]
where
\[ \hat{O} = \{ \hat{O}^{(1)}, \hat{O}^{(2)}, \ldots, \hat{O}^{(R)} \} \] (5)
is the normalized training data, and \( \lambda \) consists of the set of
transformations for all utterances and the model parameters:
\[ \lambda = \{(A, b), \mathcal{M}\} \] (6)
\[ (A, b) = \{(A^{(r)}, b^{(r)}) | r = 1, 2, \ldots, R\} \] (7)
The fundamental idea of the proposed method is to de-
terministically.

3. RE-ESTIMATION ALGORITHM
3.1 Q-Function
To solve the above optimization problem, we adopt the
EM (Expectation-Maximization) algorithm, which is the
iterative procedure of approximating ML estimates. The
procedure consists of maximizing at each iteration the
auxiliary function so called Q-function. The likelihood
for the training data is guaranteed to increase by increasing
the value of the Q-function. Hence the maximization
of the Q-function value at each iteration maximizes the
likelihood for the training data:
\[ Q(\lambda, \lambda') \geq Q(\lambda, \lambda) \Rightarrow P(\hat{O}' | \mathcal{M}') \geq P(\hat{O} | \mathcal{M}) \] (8)
where \( \hat{O}' \) is the training data normalized by the updated
transformation set \((A, b)'\), which is included in the
updated parameters \( \lambda' \). The Q-function with respect to the
HMM parameters and the transformations can be written as
\[ Q(\lambda, \lambda') = K - \frac{1}{2} \sum_{r, m, t}^{R, M, T} \gamma_{m}^{(r)}(t) [K_{m} + \log(|\Sigma_{m}|)] + (\hat{O}^{(r)}(t) - \mu_{m})^{T} \Sigma_{m}^{-1} (\hat{O}^{(r)}(t) - \mu_{m}) \] (9)
where \( \mu_{m} \) and \( \Sigma_{m} \) are the mean vector and the covariance
matrix of the \( m \)-th Gaussian component, respectively, \( K \)
is a constant dependent only on the transition probabilities,
\( K_{m} \) is the normalization constant associated with
Gaussian \( m \), and \( \gamma_{m}^{(r)}(t) \) is the posterior probability of
Gaussian \( m \) at time \( t \), that can be computed through the
forward-backward algorithm:
\[ \gamma_{m}^{(r)}(t) = P(q_{t} = m | O^{(r)}, \mathcal{M}) \] (10)
The iterative approach using Q-function is adopted in
which one of the parameter sets (transformations \((A, b)\)
and HMM parameters \( \mathcal{M} \)) is estimated at each stage and
the maximum likelihood re-estimation is used individually
for each of the parameter sets keeping the other
parameters fixed.
3.2 Maximization of Q-function
We first maximize the Q-function with respect to \((A, b)\)
while keeping model parameters \( \mathcal{M} \) fixed to current
values. We cannot derive \( A^{(r)} \) which maximize the value
of Q-function in closed form since \( A^{(r)} \) must satisfy the
constraints described in section 2 (i.e., lip area extraction
and sub-sampling). By giving a location, however, \( A^{(r)} \)
is completely determined, and by setting
\[ \frac{\partial Q(\lambda, \lambda')}{\partial \gamma_{m}^{(r)}} = 0, \ r = 1, 2, \ldots, R, \] (11)
the optimum \( \gamma_{m}^{(r)} \) for a given \( A^{(r)} \) is determined as
\[ \gamma_{m}^{(r)}(t) = \frac{\sum_{m, t}^{R, T} \gamma_{m}^{(r)}(t)(\mu_{m} - A^{(r)}(t))^{T} \Sigma_{m}^{-1} [1 \ldots 1]^{T}}{\sum_{m, t}^{R, T} \gamma_{m}^{(r)}(t)[1 \ldots 1]^{T} \Sigma_{m}^{-1} [1 \ldots 1]^{T}} \] (12)
Thus, we adopt direct search for the optimum location.
To avoid a large amount of computation required for the
exhaustive search, we adopted a gradient search of Q-
function value for the optimal location in the experiment.
The estimation of the means of the Gaussian densities
conditioned on the updated transformation set \((A, b)'\)
is expressed as
\[ \mu_{m}^{(r)} = \frac{\sum_{r, t}^{R, T} \gamma_{m}^{(r)}(t) \hat{O}^{(r)}(t)}{\sum_{r, t}^{R, T} \gamma_{m}^{(r)}(t)} \] (13)
Similarly, the estimation of covariance matrices of the
Gaussian densities is expressed as
\[ \Sigma_{m}^{(r)} = \frac{\sum_{r, t}^{R, T} \gamma_{m}^{(r)}(t) (\hat{O}^{(r)}(t) - \mu_{m}^{(r)})^{T} (\hat{O}^{(r)}(t) - \mu_{m}^{(r)})}{\sum_{r, t}^{R, T} \gamma_{m}^{(r)}(t)} \] (14)
By inspection, these equations are the same as the standard
estimation using the training data \( \hat{O}^{(r)}(t) \) normalized by the
transformation \((A^{(r)}, b^{(r)})'\).
The normalized training procedure is summarized as
follows:
Step 0. Give an initial transformation set \((A, b)\) and const-
uct an initial model \( \mathcal{M} \).
Step 1. Compute the values of \( \gamma_{m}^{(r)}(t) \), and estimate
the transformation set \((A, b)'\).
Step 2. Compute the values of \( \gamma_{m}^{(r)}(t) \), and estimate
the model parameters \( \mathcal{M}' \).
Step 3. If the change of the likelihood after the re-
estimation is small, Stop. Otherwise go to Step 1.
It is easily verified that at each stage of the update process
the value of the Q-function is guaranteed to increase:
\[ Q(\lambda, \lambda') \geq Q(\lambda, \lambda) \] (15)
Hence the likelihood for the training data is also guaran-
teed to increase, based on the properties of the Q-function
stated earlier:
\[ P(\hat{O} | \mathcal{M}) \leq P(\hat{O}' | \mathcal{M}') \leq P(\hat{O} | \mathcal{M}) \] (16)
where $\hat{O}$ is the training data normalized by the transformation set $(A, b)^\tau$ updated in Step 1, and $M^\tau$ is the model parameters updated in Step 2. Typically, two or three iterations of Steps 1 and 2 are sufficient to ensure convergence to an optimal point.

It was explained in [4] that the feature space transformation without any constraints is not an appropriate transformation for ML-based estimation. However, in our method, transformations have constraints for extraction of lip image, sub-sampling and normalization of average intensity. These constraints avoid the problem.

### 3.3 Normalization in Recognition Phase

In the testing, the likelihood of each model with respect to a testing utterance is measured by using the transformation which maximizes the likelihood of the model: the transformations for models $M_i = \{M_i | i = 1, 2, \ldots, I\}$ are derived as

\[
(A_i, b_i) = \arg \max_{(A, b)} P(\hat{O} | M_i) \tag{17}
\]

In a manner similar to the normalized training procedure, that is, by iterating Step 1, an optimal transformation can be obtained for each model. In practice such an iteration makes small difference after the second iteration. Therefore only one iteration was applied in the experiment. The model which gives the highest likelihood is chosen as the recognition result:

\[
\text{result} = \arg \max_i P(\hat{O}_i | M_i) \tag{18}
\]

where $\hat{O}_i$ is the testing data normalized by the transformation $(A_i, b_i)^\tau$ which is optimized for model $M_i$. In the experiment, the likelihood for testing data was approximated by that calculated by the Viterbi algorithm.

### 4. EXPERIMENT

Visual word recognition experiments were performed. Each word model was represented by one HMM which is left-to-right model with 5 states, single Gaussian distribution of diagonal covariance. The image vector (static feature vector) and the difference between two successive frames (delta feature vector) were combined to form the feature vector $\sigma^{\tau}(t)$. The block size of sub-sampling was 5x5. For the experiment, the Tulips1 database [6] was used, which is a bimodal database comprising of lip image sequences and speech signals of 9 males and 3 females, in total 12 speakers. Each speaker pronounces the English numbers, one, two, three, and four, each twice. The visual frame rate is 30 frame/s and each frame is a 100 x 75 pixel image. We performed speaker independent word recognition tests using the “leave-one-out method”. In the method, one of 12 subjects was used for testing and the remaining 11 subjects were used for training. This was repeated 12 times, leaving out a different subject each time.

Figure 1 shows the change of the likelihood with respect to the iteration of the normalized training. In the figure, “w/o” means that HMMs were trained without both the prior normalization and the normalized training, and they were used as the initial models for normalized training. The likelihood plotted at each iteration number is that obtained after the update of model parameters (Step 2) and the likelihood plotted between two iteration numbers is that obtained after the update of transformations (Step 1). From the figure, it can be confirmed that the normalized training monotonically increases the likelihood for the training data.

The word recognition rate for each iteration of the normalized training is shown in Figure 2. The normalization process described in Section 3.3 was applied to all the testing data except for “w/o”. It can be seen that a significant error reduction is achieved by the proposed technique: for the second iteration, a recognition rate of 94.8% and error reduction of 76% were achieved. When we used the conventional normalization approach, in which the average-intensity of the training and testing data are normalized independently of HMM, a recognition rate of 86.5% was obtained. The result can be regarded as one in the case where the average-intensity and location are normalized prior to the model training since the lip areas were extracted manually in the Tulips1 database. These results suggest that the normalization process should be integrated in the model training to reduce the overlap among the distributions of different HMMs, and it improves the recognition performance significantly.

Figure 3 compares the obtained models for /one/ with and without normalized training. In the figure, the values of the means and variances (i.e., diagonal covariances) of static parameter were represented by gray levels. As seen in Figure 3, the images representing the mean vectors become sharp after the normalized training. Figure 4 shows the average values of variances per pixel for each iteration. The values of the variances after the normalized training process are smaller than those before it. This coincides with that the images representing the variances in Figure
Figure 3. HMM /one/ without normalized training (a) and with normalized training (2nd iteration) (b).

Figure 4. Average variance of HMMs.

3 become dark after the normalized training. Therefore it means that a better class separation could be obtained.

5. CONCLUSION

We proposed an approach to simultaneous intensity and location normalized training of HMMs for image-based visual speech recognition. Experimental results show that by integrating the normalization process into the model training the recognition performance is significantly improved: a word recognition rate of 94.8% and an error-reduction of 76% were achieved. In the proposed algorithm, the likelihood for the training data is guaranteed to increase at each iteration of parameter re-estimation.

In the future, the normalized training algorithm will be extended for normalizing contrast, color, lip rotation and scaling. Integration of the visual information to auditory information will also be a future work.
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