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Abstract

A recent trial of natural language call steering on live UK calls to the operator is described along with its results. The characteristics of the problem are described along with the acoustic, language, semantic and dialogue modelling approaches employed. Natural language call steering is found to be viable, with recognition and semantic accuracy the current limiting factors.

1. Introduction

Agents in call centres for large companies are often segmented into different skill groups. This requires agents to identify relevant calls or steer them to another destination. Natural language call steering would therefore be advantageous.

Speaker independent spontaneous speech recognition over the telephone network is a difficult task. Topic identification for call steering however requires less information to be decoded from the speech and is becoming practical. Other research studies have addressed this problem, namely the AT&T 'How May I Help You' project [1] and Lucent’s call steering banking trials [2].

This paper describes a recent trial of the OASIS call steering system on live traffic from a UK operator centre. This trial is part of an ongoing investigation under the OASIS project at BT laboratories, now BTexaCT, in collaboration with Lucent Bell Laboratories [3] [4].

In section 2 the OASIS corpus and the BT operator service are described. In sections 3 and 4 language modelling and acoustic modelling are discussed. Next, in section 5, the classification task is described, followed by the OASIS dialogue model in section 6. Finally the trial procedure and its results are presented in sections 7 and 8, and conclusions drawn in section 9.

2. OASIS corpus

The BT operator service handles calls on a wide range of topics from all over the UK. The service provides help with general connection difficulties and specific services such as transfer charge and reminder calls. It also receives a large number of calls that require re-direction to other BT call centres such as directory enquiries, faults or sales.

A corpus was collected by recording human-human operator service interactions. Each first utterance from the caller to the operator was orthographically transcribed, and given a semantic and a dialogue move classification. Dialogue move boundaries were also coded. A subset of the calls were fully transcribed to support dialogue structure analysis.

![Figure 1. Semantic class distribution in the OASIS corpus. ('other' class shown in black)](image)

The OASIS corpus contains first-turn customer utterances and is split into eight segments of 1000 utterances and a ninth of 441 utterances. Segment one was reserved as a test set.

In the version used for the trial there were 25 semantic classes and 6 dialogue move classes. The semantic classes represent commonly requested services and are distributed as in Figure 1. The ‘other’ class is marked in black and groups the unclassifiable sentences together. The most common class concerned connection problems. This class also contained the most varied language behaviour. The language characteristics for this task are described in [4] The move classes code the way in which the request was made and are similar to those discussed in the same paper. A study of operator services in the U. S. has shown similar language usage statistics but with a less skewed semantic class distribution [1][5].

3. Language modelling

The language model used for the trial was trained on all of the OASIS corpus excluding the held back test set.

The training set contained about 180K words and the test set about 25K words. The training corpus had a vocabulary size of about 4.5K words, but the language model vocabulary was restricted to those words that appeared at least twice in the training corpus. This restriction brought the vocabulary size down to about 2.5K. The out-of-vocabulary rate for the training set was about 2% and for the test sets about 3-4%.

The language model was augmented by adding phrases to the
original lexicon. A small subset of salient phrases used by the classifier for routing the calls was added to the lexicon for the language model. A total of 38 phrases were added that included greeting words like “hello-there,” descriptions of the desired service like “wake-up-call,” frequently used times like “one-o’clock,” and special three digit UK service telephone numbers such as “1-5-4.”

In addition to the phrases that were manually added, other phrases were automatically selected from the training corpus using an algorithm that is based on the maximum likelihood criterion [6]. Phrases were added iteratively if they improved the unigram likelihood of the language model with respect to the training corpus. Adding phrases can improve recognition results by capturing a longer context length for the language model. Examples of phrases added by this algorithm include “i-keep-getting,” “i-want-to,” and “constantly-engaged.”

The trigram perplexity of the baseline language model with respect to the held-out test set was 43.2 and bigram perplexity was 54.4. Adding about 200 phrases reduced the normalised trigram perplexity by 2% and bigram perplexity by 20%. A relative improvement of 4% in recognition accuracy was observed with the trigram phrase based language model. This language model had about 2.4K unigrams, 39K bigrams and 92K trigrams. Syntactic clustering and generalisation of the training corpus, followed by generation of synthetic training sentences [7] improved the non-phrase language model by about 1-2% in word error rate, but preliminary results did not show any improvement for the phrase based language model. Mixing the trigram with bigram language models decreased the perplexity, but preliminary results did not show significant improvement in the recognition accuracy.

In addition to the language model that was used to handle the caller's first utterance, a language model that could handle confirmation and contradiction was also required. We artificially constructed a training corpus using phrase patterns including prefixes observed in smaller corpora from previous human-machine trials. These were populated with phrases from the OASIS corpus split at dialogue move boundaries to keep realistic syntactic contexts.

### 4. Acoustic modelling

The baseline acoustic model that was used in the trial has previously been described [3]. This acoustic model was built using decision tree based state tying [8][9]. It is context dependent, including within and cross-word context dependent units. Due to the limited amount of in-domain data (around 12 hours at time of trial), out-of-domain data was also used to increase triphone coverage, and the acoustic models were adapted using the in-domain data [10].

In this paper we report results for this trial baseline and also subsequent improvements which led to a further 20% relative improvement in real-time recognition accuracy. Note that the trial results in section 8 of this paper do not reflect this improvement - thus we expect better overall system performance in future systems. We attribute the improvements in recognition accuracy to new pruning parameters, new acoustic models, and a new end-pointer. The acoustic modelling is based on triphones obtained from a phonetic decision tree clustering.

The ASR feature vector is a 38-dimension mel-LPC based cepstral vector, without energy component. To compensate for different channel characteristics, a real-time cepstral mean normalisation procedure was used. Different ways of utilising both in-domain and out-of-domain data were explored to improve the acoustic modelling component and hence the overall system performance. Three different methodologies were tried:

1. Mixing both in-domain and out-of-domain data for training. The amount of out-of-domain data was incrementally increased to find the best balance between the two types.
2. Adapting our baseline (trained using all the in-domain and out-of-domain data) using in-domain data. We tried several iterations of MAP [11], and SMAP[12] with different subsets of in-domain data.
3. Using only in-domain data.

Interestingly, it was found that for this task using only the in-domain data led to comparable results with the other methodologies while producing much smaller models. In addition, for the adaptation experiments several iterations were required to be able to reach the performance of the in-domain model. This suggests that the out-of-domain data is not characteristic of this task.

Speech end-pointing for real-time decoding was also very important. By incorporating a new real-time end-pointer [13], very similar recognition performance to batch experiments was achieved. Without the new end-pointer, about 5% in recognition accuracy would have been lost.

Many experiments were run in order to determine the optimal values for the pruning parameters. The wrong tradeoffs to achieve real-time would result in poor performance. After all the improvements were made, the real-time recognition performance went from 49.3% word correct (WCorr) and 59.4% word error rate (WER) to 58.6% WCorr (48.1% WER). The best non-real-time results achieved so far is 64.3% WCorr (42.2% WER). In the trial a real-time accuracy of 49.5% WCorr (62.1% WER) was achieved. After the recogniser was optimised as described above, these recognition results improved to 57.7% WCorr (50.6% WER).

The word error rates are high because of many possible reasons. Some of these include insufficiently well-labelled and relevant training data, adverse acoustic conditions, multiple regional accents in the UK, fast speaking rates with significant phone deletions and disfluencies. It is likely that with additional in-domain acoustic and language data, the word error rate can be further reduced.

### 5. Semantic modelling

The OASIS system used a fragment-based semantic classifier using salient phrases as described in [3] and similar to [1]. Vector-based information retrieval techniques have also been shown to be effective for this domain [17]. A simple parser
was also used prior to classification to detect significant features in the recognition output such as telephone numbers, times, cities and user preferences for terminology. These features allow some generalisation in the classification and also provide additional information to the dialogue manager.

Recognition grammars are also selected according to dialogue state. States may share a grammar and grammars may be context-free or N-gram based.

The dialogue model also permits inference rules to be specified as condition/action pairs acting on the blackboard whenever it is updated. Thus interrelationships between classes and features may be arbitrarily represented, for example supporting relational approaches such as [14] or [15].

7. Trial Procedure

The trial system used the Lucent Bell Laboratories research recogniser on their STIP platform [16]. Dialogue management and classification components were supplied by BTexaCT.

The trial system took 725 live calls to the Leicester BT operator centre over two days in October 2000 during day time working hours. As usual callers experienced a queue length typically around 15 seconds. They then heard a “Please wait” in a male voice and were diverted to the trial platform. This introduced a delay of 5 seconds ending in a single ring tone. Callers were then greeted by a female voice in a conversational style with “Hello! this is the automatic operator. How can I help you?”.

This trial methodology meant that callers were genuinely motivated and calling with real requests under real network and environmental conditions. Callers had no expectation of deviation from the normal manual service.

8. Trial Results

8.1. Initial engagement

Culturally UK callers show considerable resistance to any form of automation. Engagement is therefore an important factor. For this reason, following the initial prompt callers who remained silent or who said “hello?” or similar were re-greeted. This has been found to be an effective engagement strategy.

A total of 9% of callers hung up at some stage during the engagement dialogue. This was expected as previous trials have observed similar or higher rates for any unexpected changes to the service. Only 4% of callers defaulted to the operator without engaging meaningfully with the machine. The role of prompt style in this engagement is discussed in [4].

8.2. First engaged utterance performance

Utterances from callers which were not classified as silence or a greeting were termed the first engaged utterance. Figure 3 shows the different proportions of classification outcomes for these first engaged utterances along with confidence bands. In the dialogue rejected utterances were transferred to the


operator. Low confidence acceptance led to explicit confirmation. High confidence acceptance led to immediate fulfilment or call steer.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct Accept(high)</td>
<td>5.3%</td>
</tr>
<tr>
<td>Correct Accept(low)</td>
<td>35.5%</td>
</tr>
<tr>
<td>Correct Reject</td>
<td>13.1%</td>
</tr>
<tr>
<td>False Accept(high)</td>
<td>0.7%</td>
</tr>
<tr>
<td>False Accept(low)</td>
<td>27.9%</td>
</tr>
<tr>
<td>False Reject</td>
<td>17.5%</td>
</tr>
<tr>
<td>Total</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Figure 3. Semantic classification accuracy for first engaged utterance. Confidence shown in parentheses.

A total of 53.9% of first engaged utterances were correctly classified. Only 0.7% were given the wrong service fulfilment without the opportunity to contradict.

8.3. Performance on correct confirmation

As seen above 35.5% of first engaged utterances led to an explicit confirmation of the correct service. In response to this, 59% of these cases were confirmed and led to a successful outcome. The system was designed to be fail-safe and any uncertainty in confirmation was rejected. This led to a large number, 35%, defaulting to the operator at this stage. Most of the remaining 6% hung-up probably due to dialogue wording issues.

8.4. Performance on incorrect confirmation

Also seen above 27.9% of first engaged utterances led to an explicit confirmation of the incorrect service. Of these 22% were corrected successfully at the confirmation stage, 12% hung up and 8% deliberately default to the operator. 7% were incorrectly steered mostly due to an incorrect ‘yes’ response from the caller not listening to, or misunderstanding, the prompt. The remaining 51% defaulted to the operator representing missed steering opportunities.

9. Conclusion

The recognition task for UK spontaneous English is difficult and callers in the UK have little motivation to engage with machines. In spite of this, the trial has shown the viability of natural language call steering with very low false steer rates. This was achieved at the cost of relatively high proportion of confirmations. When coupled with the rich diversity of behaviour following wrong confirmations this suggests a greater need to get the class right first-time. Thus recognition and classification accuracy, and the coupling of the two, are seen to be the current limiting factor and are fruitful areas for further research. Having said this, incorporating the latest improvements in recognition accuracy, it is expected that almost half of all callers to this service may be steered correctly without human intervention.
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