Comparing grammar-based and robust approaches to speech understanding: a case study
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Abstract

Previous work has demonstrated the success of statistical language models when enough training data is available [1], but despite that, grammar-based systems are proving the preferred choice in successful commercial systems such as HeyAnita [2], BeVocal [3] and Tellme [4], largely due to the difficulty involved in obtaining a corpus of training data. Here we trained an SLM on data obtained using a grammar-based system and compared the performance of the two systems with regards to recognition. We also parsed the output of the SLM using a robust parser and compared the accuracy of the semantic output of the systems. The SLM/robust parser showed considerable improvement on unconstrained input, and similar precision/recall (per slot value) on utterances provided by trained users.

1. Introduction

Once upon a time, say around 1995, people used to know how to build speech language understanding systems. You could go into pretty much any university engineering department (back then, that was where people built speech systems), and you would get a variant of the standard recipe, which went something like this: do some Wizard of Oz simulation to collect a domain corpus; use the corpus to train a statistical language model; incorporate the statistical language model into a recogniser; build a robust phrase-spotting parser to analyse the output of the recogniser and produce semantic representations in the form of slot/filler pairs. The system would employ a user-initiative or mixed-initiative dialogue strategy, probably hard-coded in LISP or C++ – system initiative dialogue was too boring, and didn’t fit the training data. Some excellent systems were available to convince sceptics that the methodology worked, the most impressive probably being the front-runners in the yearly DARPA bakeoffs [5, 6, 7]. There was healthy debate about the details, and some interesting speculative alternatives, but it was always clear what the mainstream was.

Fast forward to 2001, and it is remarkable how much the picture has changed. There are still quite a few academics working with some version of the 1995 architecture. However these are rapidly becoming outnumbered by a new breed of implementor, usually employed by a commercial organisation, who is using quite a different recipe. This time, the basic strategy is something like the following: build on top of a standard commercial platform, usually Nuance [8] or Speechworks [9]; define the language model using a hand-coded grammar written in some subset of CFG, with associated semantic annotations; and use a system-initiative dialogue strategy, coded either in proprietary framework like Nuance’s SpeechObjects [10] or SpeechWorks’ Dialogue Modules [11], or, increasingly often, in VoiceXML [12]. People using this kind of development methodology are generally quite happy with it, and in many cases are not even aware that the older SLM/robust methods exist. Considering that Nuance and SpeechWorks do not officially support SLMs, this is not entirely surprising.

The critical problem is training data: the ATIS systems quoted above rely for their success on the availability of a large, carefully transcribed, high-quality domain corpus of over 20,000 utterances. Unfortunately, collecting this kind of data is extremely expensive; creating the ATIS corpus took over a year, and cost on the order of $1M [13]. Most commercial projects cannot consider making a comparable investment in corpus collection. It is not hard to see why so many people have abandoned the old methodology.

It seems to us, however, that the old and new methodologies are not as incompatible as they first appear. Suppose that we have built a modern Nuance- or SpeechWorks-based system, using a CFG grammar which also serves as a language model. In the course of developing and testing the system, we are bound to acquire a substantial corpus of utterances, representing more or less typical system input. The wavefiles cost nothing to record, and only a modest sum to transcribe. The basic question we will investigate here is whether it is practically feasible to use the resulting corpus as the starting point for constructing a second version of the system, built using the old (statistical/robust) methodology. If this “robustified” version turns out to have concrete advantages over the original grammar-based one, then we have achieved an interesting synthesis of our two constraining methodologies.

To descend to specific details, the rest of the paper describes a concrete experiment designed to investigate the feasibility of the approach sketched in the preceding paragraph. We started by implementing a new-style spoken language understanding system, described in Section 2.3. This system is built on top of the Nuance Toolkit, and uses a hand-coded CFG language model. In the course of developing the system, we collected and transcribed a non-trivial domain corpus (Section 2.2). We then
used this corpus to train a statistical language model, and also to guide the construction of a hand-coded robust parser (Section 2.4), whose output format was compatible with that of the original system. We were now in a position to carry out a detailed comparison of the two systems (Section 3). The final section presents our overall conclusions; basically, the bottom line is that the robust/statistical approach is better for relatively unconstrained utterances by naive users of the system, but there is little difference for experienced and well motivated users who have an idea of what the system can cope with.

2. Experimental Setup

2.1. Domain

The systems process utterances appropriate to the domain of home device control. They simulate English spoken language control of devices around the home. Device states can only be "on" or "off". Typical utterances might be "Turn off the light in the bathroom", "Is the heater switched on?", "What is there in the kitchen?" and "Are the hall and kitchen lights switched on?".

Mode of interaction is primarily user-initiative. Utterances may include ellipsis ("turn the light on," "now the heater," conjunction ("turn on the fridge and the microwave," universal quantification ("turn everything off,") and pronominal anaphora ("where’s the radio?" "Is it on?").

Semantic slots filled by the systems include "spec", for example, "all" or "the". This information is particularly relevant in this domain; consider "turn the light on" and "turn all the lights on". Also device slots (light/heater/TV/...) and location slots (kitchen/bedroom/bathroom/...) are filled. There is a pronoun slot, for "it" or "they", an operation slot for "query" or "command" and an "on/off" slot.

2.2. Corpus

The initial training corpus consisted of 4000 utterances collected throughout the development process of the grammar-based system, and consisting of everything that was said to the system over a period of time while it was deployed as a demonstrator over a telephone line with a simple dialogue manager. It includes utterances from both experienced and naive users. Of these utterances, 464 are out of coverage of the grammar, which shows that the corpus is highly conformant to the grammar. This is to be expected, as the collection process strongly encourages the users to modify their commands until they achieve the required response.

200 sentences from this corpus were used to train an extremely basic statistical language model (Section 2.4), which was used in conjunction with the robust parser to collect a more varied corpus ("bootstrapping"). Users were encouraged to speak to the system without prior knowledge of its capabilities, and they could type in corrections if the utterance was misidentified. These utterances tended to be longer, and the majority were out of coverage of the grammar. 407 utterances were collected in this manner, of which 207 were reserved as test data.

Following completion of development on the grammar-based system, it was used to collect a further 438 utterances, which again consisted of everything that was said to the system over a period of time. These form the second part (the "constrained data" category) of the test set.

<table>
<thead>
<tr>
<th>In coverage</th>
<th>Out of coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constrained</td>
<td>373</td>
</tr>
<tr>
<td>Unconstrained</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 1: Test set composition
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Figure 1: Parse tree for "could you switch on the cooker"

2.3. Grammar-Based System

The grammar-based system involves a grammar, implemented in Nuance Toolkit Grammar Specification Language (GSL; [14]), which directly encodes slot-value semantics, being used within a context provided by a dialog manager, encoded using the Nuance DialogueBuilder API. The grammar contains 504 context-free rules; of these, 114 are "lexical" (i.e. have only terminal symbols on their right-hand sides), while the remaining 390 are "grammatical" (i.e. contain at least one non-terminal on the right-hand side).

To give an idea of how the grammar works, Figure 1 presents a slightly simplified derivation of the utterance "could you switch on the cooker". This yields the following semantic representation:

<operation command> <onoff on>
<deviceln cooker> <spec1 existential>

The dialogue manager simulates a house consisting of eight rooms and containing some 20 devices. Within this context it handles such problems as ambiguity ("turn the heater on", "I’m sorry, I don’t know which heater you mean", "the one in the bathroom") and presupposition errors ("turn the heater on", "the bathroom heater is already on"). The state of the world can be queried and the effects of commands verified. This context serves to broaden the range of utterances inspired by the system.

2.4. Statistical Language Model/Robust Parser

A standard back-off trigram model was created from the training corpus discussed above, using the SRILM Toolkit [15]. For the creation of the initial model necessary for the corpus collection stage, only 200 constrained utterances were used, and in this case performance was significantly improved either by manually clustering by room name and device name, or by using the automatic clustering algorithm described in [16]. However, these methods did not improve performance in the full-size model which used 4200 sentences (200 of which being unconstrained).

It seems that for this particular domain, this size is at the level where problems with data sparseness are outweighed by the extra information given by specific devices and...
locations—“the lounge tv” is much more probable than “the lounge toaster”, but the reverse will apply if the first word is “kitchen”. The 1-best output of the speech recogniser is passed to a robust parser which is designed to allow graceful degradation in the face of ungrammatical or noisy input. The original version of the system [17] was designed for a route planning domain where input often contains redundant information, and a plausible fragment in a particular context (including the dialogue history) is to be preferred over an implausible analysis of an utterance as a full sentence.

Home command dialogues presents a much more challenging environment. Firstly we are assuming user initiative, so we cannot rely upon context to help with the interpretation (in fact, the evaluation assumes a null context). Secondly, there is less redundancy. To interpret a phrase such as “turn all kitchen lights on” we have to interpret every word correctly. Moreover, we cannot just extract slot values such as locations, or devices, but also have to associate them appropriately: the interpretation of “turn off the heater in the living room and the kitchen oven” must associate “living room” with “heater” and “kitchen” with “oven”.

To achieve appropriate associations, and to minimise the number of specific rules, the approach adopted combines phrase spotting with a compositional approach to building an interpretation. The input is parsed providing structural relationships between indexed items. This may or may not correspond to a complete parse of the input. There are then mapping rules which take pieces of the input (which are individually indexed) and map to pieces of output. There are just over 50 mapping rules. The simplest look for particular words and map directly to a slot value e.g.

goodbye --> <meta goodbye>

Other rules require both content words and structural information from the input, and preserve indexing information to allow appropriate associations in the output. For example, the interpretation of “kitchen” in “all the kitchen lights” requires kitchen to be a modifier of a noun, and passes up the index for “light” to the “the” and subsequently to the “all”, and asserts that the location of this index is “kitchen”. Development of these rules, and the addition of lexical entries for this domain took of the order of one person week.

Evaluation of the parser on training examples showed relatively few errors on the one-best input. We investigated letting the parser choose from an n-best list, but this currently gives worse performance. This appears to be due to a lack of a weighting strategy which prefers globally consistent output. The system currently prefers hypotheses which provide a larger number of slot values, even when this means the same device is “on” and “off”.

3. Results

The above tables give comparisons of the grammar-based and robust systems, with the utterances broken down by collection method (constrained/unconstrained), and the alternative breakdown (in/out of coverage of the grammar). Recognition performance is evaluated by word error rate (WER) and sentence error rate (SER) as percentages. For semantic performance, the semantic error rate (SEM) measures the percentage of utterance results which do not match the correct interpretation exactly. However, this measure gives no indication of whether the interpretation is mostly correct or wildly wrong. The other tables give a more detailed analysis of the semantic performance, showing percentage precision followed by percentage recall in total and broken down for each slot.

3.1. Recognition

The grammar-based approach has a lower WER for in-coverage sentences, but performs very poorly on out-of-coverage sentences. This is despite the fact that the recogniser was configured to return fragments of the grammar if a complete utterance could not be found, and also to have a confidence threshold of 0, meaning that it should always try to return something, however unlikely. The SLM makes slightly more word errors for in-coverage sentences, often tending to miss out words such as “the”, but its greater flexibility gives it a clear advantage on the unconstrained material which, as well as having more out-of-coverage examples, has many stutters, hesitations and more background noise.

3.2. Understanding

The semantic error rate is the only figure which shows the grammar-based system outperforming the robust one. This is due to its far better performance on in-coverage data, benefitting from tight coupling to the recogniser and features such as the enforcement of agreement constraints. The robust system does badly by this measure (at least currently) because it does not try to impose a consistent, full interpretation.

In situations where a partial interpretation is still useful,
the precision/recall figures provide a fairer indication of performance. The table shows that the robust system in particular is good at distinguishing operation(query) from operation(command), and in many cases the errors made by both systems are in the “spec” slot and may not be crucial. Both systems are able to distinguish “on” and “off” well, despite the single-phoneme difference. Overall, the precision/recall figures support the view that the SLM’s performance degrades gracefully in difficult conditions, and can return mostly-accurate slot values when the grammar-based system is struggling.

4. Conclusion

The basic question we are asking is whether the robust version of the system is capable of achieving better performance on the speech understanding task than the original grammar-based system. Not entirely to our surprise, it turns out that the answer hinges crucially on what exactly we mean by “understand”, and what population of users the system is evaluated on. There is in fact a spectrum of choices along both these dimensions.

At one extreme, we can take a hard-line position, and require full understanding of the intended content of an utterance; we can also base our evaluation on sophisticated users, who have had time to build up a detailed model of the types of utterance the system can deal with. Under these assumptions, the evidence suggests that a robust system has little to offer compared to the grammar-based alternative. The users know the system’s coverage, and are usually able to stay inside its bounds. If they do so, the system finds it relatively easy to understand everything they say. The rigidity of the grammar works to the system’s advantage, by constraining recognition enough that many utterances will be recognised without any loss of content.

At the opposite extreme, we can treat understanding as an inherently incomplete or partial process, and assume that users will have only a vague idea of the system’s capabilities. It is unrealistic to aim for full comprehension of utterances produced by this kind of user, and a partial understanding model is natural, with a dialogue manager which can exploit partial results during its interaction with the user. Under these changed circumstances, we found that the grammar-based system was comfortably outperformed by the robust alternative. Neither system did very well at complete understanding, but the robust system tended to retrieve much more content.

What we find interesting and unexpected is that it turned out to be so easy to use the corpus data painlessly collected during the development of the grammar-based system, and use it to create a robust version which was better than the original one in many plausible circumstances of use. It seems to us that this opens up several interesting avenues for further exploration: most immediately, we intend to experiment with a hybrid architecture which combines both types of speech understanding. This could either involve running both systems in parallel, using appropriate evaluation metrics to choose between the outputs, or alternatively could use the grammar based approach initially, but back off to the robust approach when confidence is low. We hope to report on this in due course.
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