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Abstract
The paper describes our ongoing work on crosslingual speech recognition based on multilingual triphone hidden Markov models. Multilingual acoustic models were built using two different clustering procedures: agglomerative triphone clustering and tree-based triphone clustering. The agglomerative clustering procedure is based on measuring the similarity of triphones on a phoneme level where the monophone similarity is estimated by the Houtgast algorithm. The tree-based clustering procedure is based on common broad classes. The Slovenian, German and Spanish 1000 FDB SpeechDat(II) databases were used for training. The crosslingual speech recognition was performed on the Norwegian 1000 FDB SpeechDat(II) database. No adaptation or training with the Norwegian database was used. The mapping of Norwegian phonemes was done with the IPA scheme. Five different Norwegian recognition vocabularies were generated. The best crosslingual system achieved a recognition rate of 45.03%, while the reference Norwegian system achieved 78.32%.

1. Introduction
Globalization of speech technology brings forward the problem of dealing with unknown languages, that is languages with little or no language resources. To be able to develop speech recognition systems for a new language an existing speech database for this language is the necessary prerequisite. The task of creating a speech database for a new language is often very time consuming and expensive. One way to avoid this problem is the possibility of porting an existing system to a new language - the crosslingual transfer of speech recognition system.

The purpose of the work presented in this paper was to evaluate the performance of two different triphone based multilingual speech recognition systems in a crosslingual experiment, that is, speech recognition for a new unseen language. Our crosslingual experiments are based on SpeechDat(II) telephone databases [1]. Two sets of multilingual triphone models were created. The first multilingual system was based on an agglomerative triphone clustering technique [2] and the second one on a tree-based triphone clustering [3]. The phonemes from recognition vocabulary of the new language were mapped to existing phonemes of the multilingual models. No training or adaptation to the new language was carried out. Because of this, the recognition rate of the crosslingual speech recognizer was lower. The crosslingual tests with mapped recognition vocabulary were performed on both multilingual speech recognition systems. These experiments present the latest advances in our ongoing work in the area of multilingual speech recognition [4].

The mapping of phonemes from a new language to existing phonemes in a multilingual set can be done following the IPA scheme [5], using a data-driven approach or with a combination of both approaches. Both different methods for mapping phonemes from a new language were used in previous experiments of speech recognition reported by other authors. In [6, 7] the mapping was created with the use of IPA scheme. The data-driven approach was used in [8]. In our experiments the IPA scheme was applied.

The paper is organized as follows. Both clustering procedures and distance measures are presented in Section 2. The databases used are described in Section 3. The experimental systems are presented in Section 4. The crosslingual phoneme mapping is described in Section 5 and the crosslingual recognition results in Section 6. The conclusion is made in Section 7.

2. Clustering procedures and distance measures
Like in monolingual systems the context dependent acoustic models outperform the context independent models also in multilingual systems [9]. In developing a multilingual system for crosslingual speech recognition, two issues should be considered: the recognition rate and the complexity of the recogniser. Systems with lower complexity usually also have lower recognition rate. Our first multilingual system is built using the agglomerative (bottom-up) clustering approach [2] and the second one with the tree-based clustering (top-down) approach [4].

2.1. Agglomerative clustering
The distance measure applied in the agglomerative approach [2] is based on measuring the similarity of triphones on a phoneme level. The similarity between two different triphones $\varphi^L_i - \varphi^R_i + \varphi^L_j - \varphi^R_j$ can be estimated by measuring the similarity of the central phoneme $\varphi$, central phoneme $\varphi$ and right phoneme $\varphi^R$:

$$S_M(\varphi^L_i - \varphi^R_i + \varphi^L_j - \varphi^R_j) =$$
$$= W_L \cdot S(\varphi^L_i, \varphi^L_j) + W_C \cdot S(\varphi, \varphi) +$$
$$+ W_R \cdot S(\varphi^R_i, \varphi^R_j),$$

(1)
where $S$ denotes the similarity between two phonemes, $W_L$, $W_C$, and $W_F$ are the weights for setting the influence of each phoneme-level similarity estimates, and $S_{tri}(\varphi^i, \varphi^j, \varphi^k, \varphi^l)$ is the resulting similarity estimation of both triphones.

The similarity of two triphones in (1) can be based on any phoneme distance measure. We have decided to apply the phoneme distance measure suggested in [10], which is based on a monophone confusion matrix:

$$ S(\varphi_i, \varphi_j) = \frac{1}{2} \sum_{k=1}^{N} [c(\varphi_i, \varphi_k) + c(\varphi_j, \varphi_k)] - c(\varphi_i, \varphi_j) $$

where $S(\varphi_i, \varphi_j)$ denotes the similarity of two phonemes $\varphi_i$ and $\varphi_j$. $N$ is the number of phonemes, $c(\varphi_i, \varphi_k)$ is the number of confusions between phoneme $\varphi_i$ and phoneme $\varphi_k$. The phoneme $\varphi_i$ should not be the same as $\varphi_j$.

The advantage of the distance measure given by (1) is that it can also handle unseen triphones. Each unseen triphone is compared to all the existing triphones with the use of distance measure and then tied to the most similar one. The problem of unseen triphones is very important in the case of crosslingual speech recognition. Mapping the recognition vocabulary of a new language generates a number of new unseen triphones.

The triphones that are similar enough in sense of the distance measure can be merged. If an average distance among all triphones from the group is less than a predefined threshold, the splitting is stopped.

$$ S_{tri}(\varphi^i, \varphi^j, \varphi^k, \varphi^l) = \frac{1}{2} \sum_{k=1}^{N} [c(\varphi^i, \varphi^k) + c(\varphi^j, \varphi^k)] - c(\varphi^i, \varphi^j) $$

where $S_{tri}(\varphi^i, \varphi^j, \varphi^k, \varphi^l)$ is the average distance among all triphones from the group $\Theta_i$, $\Theta_j$. $\Theta_i$ denotes the triphone $\varphi^i - \varphi^j + \varphi^k$ and $\Theta_k$ denotes the triphone $\varphi^j - \varphi^i + \varphi^l$. $\Theta$ is the set of triphones and $S_{tri}(\Theta)$ is the average distance among all triphones from the group $\Theta$.

The result of the clustering algorithm is a list of triphones from all languages that can be tied together. Some triphones that are language specific remain untyped.

### 2.2. Tree-based clustering

The second set of multilingual triphone models was generated with the use of a phonetic tree-based clustering procedure, suggested by [3]. To successfully build multilingual acoustic models, common broad classes for all languages were defined. Each phoneme was tagged with a language specific tag and no specific language questions [6] were added. The similar phonemes from all languages were grouped in common categories.

The questions needed for tree building are generated from broad classes. One binary tree is built for each state of the phoneme. The questions are placed in nodes of the tree. At the beginning, all states are placed in the root node of the tree in one cluster. The node is then split into two, by finding the question which gives the maximum increase of log likelihood for the particular training data set. When the increase is smaller than the threshold, the splitting is stopped.

### 3. Databases

The tests were performed on fixed telephone speech databases SpeechDat(II) [1]. These databases provide a realistic multilingual environment for development of voice driven teleservices. Characteristics and recording conditions of all databases were equal, which is crucial in case of crosslingual and multilingual speech recognition experiments. The following databases were employed:

- Slovenian (SL) 1000 FDB SpeechDat(II),
- German (DE) 1000 FDB SpeechDat(II),
- Spanish (ES) 1000 FDB SpeechDat(II),
- Norwegian (NO) 1000 FDB SpeechDat(II).

Each database consists of recordings of 1000 speakers. Each speaker is represented with approximately 10 minutes of speech. The training part of each database consists of 800 speakers and the remaining 200 speakers were used for test.

<table>
<thead>
<tr>
<th>Language</th>
<th>Test utterances</th>
<th>Phonemes</th>
<th>Rec. vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL</td>
<td>748</td>
<td>49</td>
<td>605</td>
</tr>
<tr>
<td>DE</td>
<td>674</td>
<td>48</td>
<td>674</td>
</tr>
<tr>
<td>ES</td>
<td>681</td>
<td>31</td>
<td>681</td>
</tr>
<tr>
<td>NO</td>
<td>784</td>
<td>45</td>
<td>792</td>
</tr>
</tbody>
</table>

Recordings with mispronunciations and unintelligible speech were excluded from the set. More than 20,000 sentences from each database were used in training part of experiments described in this paper. In all experiments only the W1-W4 corporuses [1], containing phonetically rich words, were applied during the test. Test data for each language are presented in Table 1.

### 4. Experimental systems

The recognisers applied for crosslingual speech recognition were generated with the use of the script refrec0.9 developed in the framework of the "SpeechDat task force" within COST 249 project [11, 12]. The perl script is created on the base of the HTK toolkit [13] and is an extended version of the tutorial example in the HTK Book. To achieve more robust performance of the system with telephone speech, a different feature extraction frontend module than in refrec09 was applied. The acoustic feature vector consisted of 24 mel-scaled cepstral, 12 cepstral, 12 $\Delta$ - cepstral, 12 $\Delta\Delta$ - cepstral, high pass filtered energy, $\Delta$ - energy and $\Delta\Delta$ - energy coefficients. The procedure of maximum likelihood channel adaptation [14] was carried out on feature vectors. The number of elements in the feature vector was reduced to 24 with the use of linear discriminant analysis [14].

First the monolingual speech recognisers were developed. The 3 state left-right hidden Markov model (HMM) topology was employed for acoustic models. To avoid the need for language models, tests with isolated words were performed. The triphone models were built and the number of Gaussian mixtures per state was increased to 32.

The results of monolingual speech recognition with monolingual systems for all 4 languages are presented in Table 2. The

---

1 COST 249 - Continuous Speech Recognition over the Telephone, http://www.elis.rug.ac.be:80/ELISgroups/speech/cost249/
Table 2: Monolingual recognition results for Slovenian (SL), German (DE), Spanish (ES) and Norwegian (NO) language with monolingual triphone models.

<table>
<thead>
<tr>
<th>Language</th>
<th>Recognition rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL</td>
<td>88.25</td>
</tr>
<tr>
<td>DE</td>
<td>92.51</td>
</tr>
<tr>
<td>ES</td>
<td>93.91</td>
</tr>
<tr>
<td>NO</td>
<td>78.32</td>
</tr>
</tbody>
</table>

Norwegian monolingual reference system achieved a recognition rate of 78.32%. The COST249 Norwegian system [11] with standard HTK mel cepstral frontend and a bigger vocabulary achieved a recognition rate of 65.27% on the same test set. This result shows that the selected frontend did improve the performance. The Norwegian monolingual reference recognition rate is smaller than monolingual recognition rate for other three languages, as was already noticed in [12, 11]. The probable cause is the length and the number of words in the recognition vocabulary. The size of recognition vocabularies is presented in Table 1. The Norwegian monolingual speech recognition system was used as the reference system in the crosslingual test.

With the Slovenian, German and Spanish database two multilingual set of triphone models were designed. Both clustering procedures described in Section 2 were applied. The optimal threshold values [4] for both clustering procedures of multilingual triphone models were derived experimentally. The two sets of multilingual triphone models were used for crosslingual speech recognition with Norwegian recognition vocabularies generated with different mappings, described in Section 5.

5. Crosslingual phoneme mapping

For the crosslingual speech recognition the same test set was applied as for the Norwegian reference system. All Norwegian phonemes were mapped to other languages with the use of the IPA scheme. Each Norwegian phoneme was mapped to the IPA symbol of equivalent phoneme in other languages. If the equivalent phoneme did not exist in the target language, the most similar one was chosen (according to IPA notation). The most problematic was the conversion of Norwegian diphthongs. Also problematic was the mapping of Norwegian vowels to Spanish vowels, because the Norwegian language has 18 vowels and Spanish only 5. The mapping resulted in 5 different recognition vocabularies:

- Norwegian to German (ND),
- Norwegian to Spanish (NE),
- Norwegian to Slovenian (NS),
- Norwegian to Multilingual (NM),
- Norwegian to Parallel (NP).

In the case of NM vocabulary Norwegian phonemes were mapped to the optimal phoneme in any of the three target languages. With this procedure the rules of phonotactic were trespassed. In the Norwegian to Parallel (NP) mapping each word in vocabulary has three pronunciation variants: in Slovenian, in German and in Spanish. In the case of NP system the vocabulary size was 3 time larger, but here the data choose the optimal mapping. As mentioned in Section 2, many new unseen triphones occurred after mapping.

Table 3: Number of all mapped triphones and the percentage of missing triphones for all five mapping configurations.

<table>
<thead>
<tr>
<th>Language</th>
<th>Mapped triphones</th>
<th>Missing triphones (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ND</td>
<td>2214</td>
<td>30.67</td>
</tr>
<tr>
<td>NE</td>
<td>1606</td>
<td>32.50</td>
</tr>
<tr>
<td>NS</td>
<td>2085</td>
<td>44.41</td>
</tr>
<tr>
<td>NM</td>
<td>2331</td>
<td>63.58</td>
</tr>
<tr>
<td>NP</td>
<td>5905</td>
<td>36.02</td>
</tr>
</tbody>
</table>

As can be seen in Table 3 for the German language, from 2214 triphones there are 30.67% missing. As seen in Table 3, the worst case is the NM vocabulary, where 63.58% triphones were missing. In the agglomerative system unseen triphones were tied to existing ones with the use of a distance measure and in the tree-based system with the use of a phonetic decision tree. From Table 3 we can see that the German language, which belongs to the same Germanic language group as Norwegian, ought to be the most similar language. The Slovenian, which belongs to Slavic group and the Spanish, which belongs to Romanic group are less similar to Norwegian.

6. Crosslingual speech recognition

The crosslingual speech recognition experiments were carried out without any training or adaptation on a Norwegian database. All five mapping configurations of a Norwegian recognition vocabulary, presented in Section 5, were tested with the agglomerative multilingual triphone models and with the tree-based multilingual triphone models. The test results for the crosslingual transfer are presented in Table 4. As can be seen the tree-based multilingual system performed better than the agglomerative multilingual system. The difference between agglomerative and tree-based systems is approximately 10%. From all one language mapping vocabularies (ND, NE, NS) that were used for Norwegian crosslingual speech recognition, the German mapping vocabulary performed best in both systems. With tree-based triphone models it achieved 43.62% recognition rate and 34.06% with agglomerative triphone models. This result was anticipated due to experience from the mapping.

Table 4: Recognition rate for crosslingual speech recognition with both multilingual triphone systems and five vocabulary mapping configurations.

<table>
<thead>
<tr>
<th>Map.config</th>
<th>Agglomerative (%)</th>
<th>Tree-based (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ND</td>
<td>34.06</td>
<td>43.62</td>
</tr>
<tr>
<td>NE</td>
<td>19.13</td>
<td>34.57</td>
</tr>
<tr>
<td>NS</td>
<td>1.91</td>
<td>1.28</td>
</tr>
<tr>
<td>NM</td>
<td>25.65</td>
<td>32.53</td>
</tr>
<tr>
<td>NP</td>
<td>33.42</td>
<td>45.03</td>
</tr>
</tbody>
</table>

The mapping of the Norwegian recognition vocabulary to Spanish achieved a recognition rate of 34.57% with tree-based multilingual models and 19.13% with agglomerative multilingual models. The lower result for the Spanish mapping was also expected because of the low number of Spanish phonemes, especially the vowels. It is known that vowels are very important for speech recognition. The results of Norwegian speech recognition applying the Slovenian mapping configuration shows, that there are some remaining problems in this configuration, which must be investigated in the future. One possible prob-
lem would be in the type of mapping used. Maybe some other mapping configuration would produce better results. The other explanation for such result can hide in the difference between language groups to which both languages belong. Additional tests will be performed in the future to investigate this problem.

In the case of the multilingual vocabulary NM, each triphone can consists of phonemes from different languages. The distance of such triphones to existing ones is in average smaller than for other cases, which shows that the similarity is also smaller. The NM mapping system achieves recognition rates similar to the NE system. This is probably due to the trespassing of phonotactic rules. The best mapping configuration in the tree-based case was when all three mapping possibilities for each word were in the vocabulary (NP). In this case the data choose the best pronunciation variant. The system achieved a recognition rate of 45.03% with tree-based clustered multilingual triphone models. The test showed that in 71.68% the German pronunciation was chosen, in 26.91% the Spanish and only in 1.41% the Slovenian one. The best system with tree-based models and NP mapping vocabulary achieved similar results to comparable systems [8].

7. Conclusion

We have tested crosslingual speech recognition for the Norwegian language with multilingual triphones, without training or adaptation. The best performance was achieved with tree-based clustered multilingual triphone models and a recognition vocabulary with parallel (NP) mapping configuration. The disadvantage of this system is that the complexity of recogniser is 3 time larger than by other mapping configurations. In the future problems with the Slovenian mapping will be thoroughly investigated. More data oriented mapping procedures will be studied. It is known [15] that the IPA scheme is subjective in some cases. The influence of the number of languages in the multilingual set of triphone models should be investigated.

It is possible that an increased number of languages would improve the recognition rate, because larger number of different languages would better cover the phonetic inventory of the new language. Also some adaptation or training technique on a small number of Norwegian utterances will be tested.
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