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ABSTRACT

In this paper, we propose a precise but simple inter-word diphone model (IDM) for word-spotting based on SMQ/HMM. We have applied ordinary diphone models to a speaker-independent, large-vocabulary word recognition unit. However, because users are apt to add words and/or extraneous speech, accuracy degrades due to the mismatch of models at word-boundaries. The IDM represents transition from the preceding phonemes to a word or from a word to the succeeding phonemes. An experiment showed that the IDMs reduce error rates by about 5% for speech containing unknown words and extraneous speech. The experiment also showed that the proposed method ensured performance good enough for the practical use of a large-vocabulary, isolated-word recognition system.

1 INTRODUCTION

We are developing a speaker-independent, large-vocabulary word recognition unit to use for social information systems with a multimodal user interface (information KIOSKS, ticket-vending machines, ATM, directory assistance systems, etc.) [1]. Because users of these systems sometimes utter spontaneously the recognition unit needs to be equipped with a word-spotting function. The occurrence frequency of spontaneous speech depends on the application area and user interface design of a system. However, it is important to grasp the system performance tested with mixed data of isolated words (or connected words) and spontaneous speech.

In word-spotting, a filler model is widely used and gives comparatively high recognition performance when the content of speech preceding and/or succeeding key-words is known and these words, phrases, and/or extraneous speech (Um, etc.) can be implemented in the filler model beforehand [2]. However, if the spontaneous speech contains unknown words, we can only adopt a phoneme, diphone, or syllable as a filler model [3] and consequently, the word-spotting accuracy degrades.

To cope with the variation at word-boundaries, inter-word context-dependent models were applied to continuous speech recognition systems [4],[5]. In this paper, we propose a precise but simple inter-word diphone model (IDM) for word-spotting based on SMQ/HMM [6]. Because we must implement the speech recognition unit to various types of social information service systems, re-designing of the unit is resource-consuming and undesirable. The proposed method requires no additional speech data and training either for inter-word models and for intra-word models.

This paper is organized as follows. Section 2 describes the word-spotting algorithm based on SMQ/HMM. Section 3 explains the proposed model and its implementation into keyword models. Section 4 shows the results of experiments on a large vocabulary task using both an isolated word database and spontaneous speech database.

2 SMQ/HMM-BASED WORD-SPOTTING

2.1 SMQ/HMM

The recognition system based on SMQ/HMM [6] is roughly divided into two stages: a phonetic segment decoding stage that performs statistical matrix quantization (SMQ), and a word matching stage that uses the Viterbi algorithm. We incorporated detailed phonetic variations less than 100 msec. in duration into an orthogonalized phonetic segment codebook of SMQ and speech variations more than 100 msec. in duration into word HMMs. The block diagram of the basic system is shown in Figure 1.

Many variations are observed in continuous speech. Some of them can be described only by VCV combination and others by acoustic segment. Therefore, we need to use multiple phonological structure elements to describe speech. A phonetic segment [6] extracted from a Japanese speech database consists of about 652 acoustic and phonetic structures in total varying in duration from 32 to 96 msec. (e.g., acoustic segments, phonemes (C and V), CC, CCv, vC and Cv).

The SMQ method effectively incorporates the pattern variations of each phonetic segment into the orthogonalized phonetic segment codebook or an eigen vector set. using the Karhunen Loeve Transform. The matching score or similarity Sc between the orthogonalized codebook Vce of a phonetic segment c and a normalized input pattern Xi = (x1,...,xni,...,xNT) is defined as follows:

\[ S_{ic} = \sum_{r=1}^{R} W_r (X_i \cdot V_{rc})^2 \]  

where W_r are weight coefficients, (:) denotes inner product and R (= 8) is the number of eigen vectors. Equation 1 is the same as the expression used in the Multiple Similarity Method [7] and the Sub-space Method [8].
The HMM handled in this paper is a left-to-right model of a discrete density HMM. Transition probabilities and output probabilities are calculated using K-best codes in the SMQ method[9] and estimated by the forward-backward algorithm[10]. The optimal state sequence in HMM networks is searched using the Viterbi algorithm. The SMQ/HMM has achieved a high performance in a speaker-independent and large-sized vocabulary word recognition tasks[9].

2.2 Subword Model and Filler Model

The word-spotting algorithm that we developed uses word-HMMs and filler-HMMs[3]. Any word-HMM can be formed with some of the 235 discrete sub-word HMMs in diphones [11]. A diphone model consists of 3 loops and 4 states, and each state consists of 652 phonetic segment output probabilities and transition probabilities. On the other hand, filler-HMMs can be formed with 100 Japanese mono-syllable models. Mono-syllables are classified into 2 types by phonetic structure, V and CV. The V model consists of 3 loops and 4 states, and the CV model 6 loops and 7 states. Figure 2 shows a model in which filler-HMMs can express any string of syllables and come before and after each of word-HMMs. A penalty is given to the each output probability of the filler-HMMs to avoid matching the filler-HMMs with a keyword speech. This model can handle any speech that includes extraneous speech. In addition, for speech having only a word and no extraneous speech, the model can work the same in matching performance as a word-HMM with no filler. Therefore, it is close to a conventional word model in performance.

3 INTER-WORD DIPHONE MODEL

In isolated word recognition, we used a diphone model that represents transition from the preceding silence to a phoneme or transition from a phoneme to the succeeding silence as a word-boundary diphone model. However, word-spotting accuracy degrades due to the mismatch of models at word-boundaries. We propose an "Inter-word diphone model (IDM)" that represents transition from the preceding phonemes to a word or from a word to the succeeding phonemes. Since the Japanese language is open syllabic in structure, the IDM has only 7 preceding phonemes (/a/, /i/, /u/, /e/, /o/, /Q/ and /N/) where /Q/ and /N/ are silence and independent nasal sound, respectively. That is, any Japanese word begins with one of the 7 preceding diphone models. The Output probability $B_w^w$ of the i-th state of a diphone model (intraword diphone model) $w$ is represented as follows:

$$B_w^w = (b_{11}^w, b_{12}^w, ..., b_{1L}^w)$$  \hspace{1cm} (2)

where $L$ denotes the number of phonetic segments. A preceding inter-word diphone model (PDM) is designed to represent the most suitable model among the 7 preceding diphone models and is defined as follows:

$$B_1^{PDM} = (\max_{w \in W_p} b_{i1}^w, \max_{w \in W_p} b_{i2}^w, ..., \max_{w \in W_p} b_{iL}^w)$$  \hspace{1cm} (3)

and,

$$B_i^{PDM} = (b_{i1}^p, b_{i2}^p, ..., b_{iL}^p) \quad (2 \leq i \leq 3)$$  \hspace{1cm} (4)

where $W_p$ is a set of preceding diphone models and $P$ is an intra-word diphone model with preceding silence.

The transition probabilities of the PDM are equal to those of the intra-word diphone model $P$ except for the first self-transition probability. The first self-transition probability is made smaller than that of $P$.

In the same way, a word ends with one of the 20 succeeding diphone models. A succeeding inter-word diphone model (SDM) is defined as follows:

$$B_i^{SDM} = (b_{i1}^s, b_{i2}^s, ..., b_{iL}^s) \quad (1 \leq i \leq 2)$$  \hspace{1cm} (5)

and,

$$B_i^{SDM} = (\max_{w \in W_s} b_{i1}^w, \max_{w \in W_s} b_{i2}^w, ..., \max_{w \in W_s} b_{iL}^w)$$  \hspace{1cm} (6)

where $W_s$ is a set of succeeding diphone models and $S$ is an intra-word diphone model with succeeding silence. The last self-transition probability is made smaller than that of $S$.

For example, the word "Tokyo" has a PDM for preceding diphones (/Q/, /at/, /it/, /at/, /et/ and /nt/) and SDM for succeeding diphones (/Q/, /oa/, /oi/, /oat/, /oo/, /ok/, /os/, /ot/, /os/, /of/, /om/, /oa/, /ow/, /oo/, /od/, /ob/ and /op/). The PDM and SDM are used in place of the /Q/ and /Q/ diphone models in the word "Tokyo", respectively.

4 EXPERIMENTAL RESULTS

Data sets D-1 and D-2 were used for training and other data sets D-3 and D-4 were used for evaluation.

1. D-1 was used to train the codebook of phonetic segments by SMQ. D-1 includes 250 phonetically balanced words uttered by 15 male and 15 female speakers. Out of these words, 40,500 segments were manually extracted to train the codebook that includes 652 full Japanese phonetic segments.

2. D-2 was used to train sub-word-HMMs and filler-HMMs. and consists of 492 isolated words that include all the Japanese VCV contexts. Each of 20 male speakers uttered these words one time each.

3. D-3 was used for word-spotting evaluation. D-3 consists of 227 isolated words used in the directory assistance system. Each of 4 male speakers, other than those for D-1 and D-2, uttered the words one time each.

4. D-4 was used also for word-spotting evaluation. D-4 consists of 73 keywords selected out of the 227 words in D-3. However, the keywords are preceded by either of the interjections, "eeto", "eh" and "anoh", (expressions similar to "well..." in English), and followed by either of the short phrases, "Onegaishimasu" ("please"), "wadokodesuka" ("where is")", "wo oshiete" ("tell me") and so on. Each of 4 male speakers, who are the same as those for D-2, uttered once each of the keywords preceded by one of the interjections and followed by one of the short phrases. D-4 data is hereinafter refered to as "non-isolated words".
Figure 3 shows the results of recognition experiment on data sets D-3 and D-4, using and without using the IDMs that we proposed in this paper. The results are given in recognition error rates for 227 words at various penalties on the output probabilities of filler-HMMs (the penalty is hereinafter referred to as "filler-penalty"). In the experiment using the IDMs, penalty on the PDM's self-transition probability in the first state and that on the SDM's self-transition probability in the third state (these two penalties are hereinafter referred to as "PDM-penalty" and "SDM-penalty", respectively) are set at infinity. That is, the states have no self-transition.

Increasing the filler-penalty increases the likelihood of word-HMMs relatively to that of filler-HMMs, thus higher filler-penalty gives a lower error rate as shown in Figure 3 when recognition is made on D-3, the data set of isolated words.

On the other hand, a proper filler-penalty minimizes the error rate when recognition is made on D-4, the data set of non-isolated words. This is because word-HMMs more easily spot key words since filler-HMMs match unknown words and extraneous speech properly. Figure 3 reveals that using the IDMs improves recognition performance by about 5%.

Figure 4 shows experimental results for 227 words at various PDM-penalty values and SDM-penalty values. The results show that the recognition performance of the proposed method greatly improves when increasing the PDM-penalty and the SDM-penalty. The filler-penalty values used for the data in the figure are 500, 1000 and 2500. The figure reveals that a filler-penalty of about 1000, and PDM-penalty and SDM-penalty of about 2000 are most suitable.

Figure 5 shows experimental results that change filler-penalty, PDM-penalty, and SDM-penalty to achieve the best recognition performance. The experiment is made on data sets D-3 and D-4 for 227 words to be recognized, and for 500 and 1000 words to be recognized both including the 227 words. The horizontal axis represents the percentage of non-isolated words in the data given to the system. The users of a speech recognition system are apt to add words and/or extraneous speech when they speak. Figure 5 gives the error rate of a word recognition system based on the proposed method for any percentage k of unknown words and extraneous speech in the input speech. For example, a non-isolated word percentage k of 10% gives an error rate of about 5% when a 1000-word set is used, and even that of 20% gives an error rate of about 6% when the number of vocabulary is limited to 227. The percentage(k) depends on the task and user interface of a system. However, since our experience estimates that the percentage falls in a range of 10 to 20% when the speech recognition unit is applied to social information services, the results shown above tell that the proposed method gives enough performance good enough for practical use.

5 CONCLUSION

We examined in various ways a word-spotting algorithms using filler-HMMs. The examination aimed at alleviating the degradation of recognition performance caused by unknown words and extraneous speech that users add in their utterances. The IDMs and penalties that we proposed in this paper reduced error rates by about 5% for speech containing unknown words and extraneous speech. The experiments revealed that a non-isolated word percentage of 20% or less allowed recognition performance good enough for practical use.
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Figure 1: Block diagram of the basic speech recognition system

Figure 2: Word-spotting with the filler of mono-syllable HMMs

Figure 3: The recognition error rate using and without using IDMs for 227 words (D-3, D-4) at various filler-penalty values

Figure 4: The recognition error rate using IDMs for 227 words (D-3, D-4) at three filler-penalty values (500, 1000, 2500) and at various PDM-penalty values and SDM-penalty values

Figure 5: The error rate for 227, 500 and 1000 words recognition system based on IDMs for any percentage of non-isolated words in the input speech