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ABSTRACT

In this paper we present an approach that incorporates structural information into language models without really parsing the utterance. This approach brings together the advantages of a n-gram language model—speed, robustness and the ability to integrate with the speech recognizer with the need to model syntactic constraints, under a uniform representation. We also show that our approach produces better language models than language models based on part-of-speech tags.

1. Introduction

N-gram language models have proved to be very successful in the language modeling task. They are fast, robust and provide state-of-the-art performance that is yet to be surpassed by more sophisticated models. Further, n-gram language models can be seen as weighted finite state automata which can be tightly integrated within speech recognition systems [10]. However, these models fail to capture even relatively local dependencies that exist beyond the order of the model. We expect that the performance of a language model could be improved if these dependencies can be exploited. However, extending the order of the model to accommodate these dependencies is not practical since the number of parameters of the model is exponential in the order of the model, reliable estimation of which needs enormous amounts of training material.

In order to overcome the limitation of the n-gram language models and to exploit syntactic knowledge, many researchers have proposed structure-based language models [15, 7]. Structure-based language models employ grammar formalisms richer than weighted finite-state grammars such as Probabilistic LR grammars, Stochastic Context-Free Grammars (SCFG), Probabilistic Link Grammars (PLG) [8] and Stochastic Lexicalized Tree-Adjoining Grammars (SLTAGs) [11, 12]. Formalisms such as PLGs and SLTAGs are more readily applicable for language modeling than SCFGs due to the fact that these grammars encode lexical dependencies directly. Although all these formalisms can encode arbitrarily long-range dependencies, tightly integrating these models with a speech recognizer is a problem since most parsers of these formalisms only accept and rescore N-best sentence lists. A recent paper [5] attempts at a tight integration of syntactic constraints provided by a domain-specific SCFG in order to work with lattice of word hypothesis. However, the integration is computationally expensive and the word lattice pruning is sub-optimal. Also, most often the utterances in a spoken language system are grammatical and may not yield a full parse spanning the complete utterance.

In this paper, we present an alternate technique of integrating structural information into language models without really parsing the utterance. It brings together the advantages of a n-gram language model—speed, robustness and the ability to closely integrate with the speech recognizer with the need to model syntactic constraints. Our approach relies on Lexicalized Tree-Adjoining Grammars whose primitive structures, supertags, incorporate both lexical dependency and syntactic and semantic constraints in a uniform representation. The paper is laid out as follows. In Section 2 we discuss the representation of supertags with an example. We present the details of the language model in Section 3 and in Section 3.1 present the performance results of this model. We discuss some issues for the future in Section 4.

2. Supertags

Supertags are the elementary structures of Lexicalized Tree Adjoining Grammars (ITAGs) [3, 13]. They are of two kinds: (a) Initial supertags, representing language constructs that contain no recursion such as simple noun phrases and, (b) Auxiliary supertags representing recursive constructs of the language such as modifiers and adjuncts. Supertags are combined by the operations of substitution and adjunction to yield a parse for the sentence. The process of combining the supertags to yield a parse is represented by the derivation tree. The derivation tree can also be interpreted as a dependency tree of the sentence.
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Each supertag is lexicalized, i.e., associated with at least one lexical item – the anchor. This provides a direct method of encoding lexical sensitivity in the grammar which is not possible in the case of Context-Free Grammars (CFGs) since CFGs are not lexicalized. Further, all the arguments of the anchor of a supertag are localized within the same supertag which allows the anchor to impose syntactic and semantic (predicate-argument) constraints directly on its arguments.

As a result of localization of arguments within a supertag, a word is typically associated with one supertag for each syntactic configuration the word may appear in, for example, indicative, imperative, relative clause on each of its arguments and so on. Figure 1 shows a few supertags associated with each word in the sentence \textit{the purchase price includes two ancillary companies}. Furthermore, each supertag is associated with a number of attribute-value matrices, the values of which may be different even if two supertags are structurally identical. Thus supertags can be seen as providing a much more refined set of classes than do part-of-speech tags and hence we expect supertag-based language models to be better than part-of-speech based language models.

The task of a parser for the UTAG formalism is two-fold: (a) disambiguate the supertags associated with each word so as to assign (ideally) one supertag to each word, and (b) link the assigned supertags. Identifying the appropriate supertag for each word given the context of the sentence results in an \textit{almost parse}. We have discussed two models for disambiguating supertags in [4] – an n-gram based model and a dependency-based model. The n-gram based model is appealing for speech understanding systems since it can be seen as a weighted finite-state transducer [10], which can be directly integrated into a speech recognizer and the syntactic
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\caption{A sample set of supertags with each word of the sentence \textit{the purchase price includes two ancillary companies}. For example, the three supertags shown for the word \textit{include} represent the supertag for object extraction ($\alpha_4$), the supertag for imperative construction ($\alpha_9$) and the supertag for the canonical indicative construction ($\alpha_{13}$), in that order.}
\end{figure}
constraints provided by the almost parse can be utilized in the construction of the word lattice.

3. Language Modeling using Supertags

In this section, we discuss a supertag-based n-gram language model that is similar to a class-based n-gram language model except that the classes are defined by the supertags. A related work that employs part-of-speech categories as classes is presented in [14]. Since the supertags encode both lexical dependencies and syntactic and semantic constraints in a uniform representation, supertag-based classes are more fine-grained than part-of-speech based classes.

In a class-based language model, the probability of a word sequence \( W = w_1, w_2, \ldots, w_n \) is given by equation (1) which is the sum of the probabilities of all possible class sequences \( C = c_1, c_2, \ldots, c_n \) that can be assigned to the word sequence.

\[
P(W) = \sum_{C \in C^k} P(W|C) \ast P(C)
\]

where \( C^k \) is the set of all possible class sequences \( C \) that can be assigned to \( W \).

To compute this using only local information, assume that the probability of a word depends only on its class:

\[
P(w_1, w_2, \ldots, w_n|c_1, c_2, \ldots, c_n) \approx \prod_{i=1}^n P(w_i|c_i)
\]

and also use an n-gram (trigram, in this case) approximation for the probability of the class sequence.

\[
P(c_1, c_2, \ldots, c_n) \approx \prod_{i=1}^n P(c_i|c_{i-2}, c_{i-1})
\]

Thus the class-based n-gram language model is given by

\[
P(w_1, w_2, \ldots, w_n) = \sum_{C \in C^k} \prod_{i=1}^n P(w_i|c_i) \ast P(c_i|c_{i-2}, c_{i-1})
\]

The log-averaging is known as the contextual probability since it indicates the size of the context used in the model and the term \( P(w_i|c_i) \) is called as the word emit probability since it is the probability of emitting the word \( w_i \) given the class \( c_i \). These probabilities are estimated using a corpus where each word is tagged with its correct supertag. The contextual probabilities were estimated using Good-Turing discounting technique [2] combined with Katz’s back-off model [6] given by:

\[
p(c_2|c_1) = \begin{cases} p(c_2|c_1) & \text{if } p(c_2|c_1) > 0 \\ \alpha(c_1, c_2) \ast p(c_2|c_1) & \text{if } p(c_2|c_1) > 0 \\ p(c_2) & \text{otherwise} \end{cases}
\]

\[
p(c_3|c_2) = \begin{cases} p(c_3|c_2) & \text{if } p(c_3|c_2) > 0 \\ \beta(c_2) \ast p_1(c_2) & \text{otherwise} \end{cases}
\]

where \( \alpha(c_i, c_j) \) and \( \beta(c_k) \) are constants to ensure that the probabilities sum to one.

The word emit probability for the \{word, class\} pairs that appear in the training corpus is computed using the relative frequency estimates:

\[
P(w_i|c_i) = \frac{N(w_i, c_i)}{N(c_i)}
\]

The counts for the \{word, class\} pairs for the words that do not appear in the corpus is estimated using the leaving-one-out technique [14, 9]. A token “UNK” is associated with each class and its count \( N_{UNK} \) is estimated by:

\[
P(UNK|c_j) = \frac{N_1(c_j)}{N(c_j) + \eta}
\]

where \( N_1(c_j) \) is the number of words that are associated with the class \( c_j \) that appear in the corpus exactly once. \( N(c_j) \) is the frequency of the class \( c_j \) and \( N_{UNK}(c_j) \) is the estimated count of UNK in \( c_j \). The constant \( \eta \) is introduced so as to ensure that the probability is not greater than one, especially for classes that are sparsely represented in the corpus.

3.1. Performance Evaluation

The performance of a language model is ideally measured in terms of its ability to decrease the word error rate of a recognizer. However, to avoid this expensive metric, an alternate measure of performance, perplexity (PP) [1] is used:

\[
PP = 2^{\sum_{i=1}^n \log_2 P(W)}
\]

Perplexity, roughly speaking, measures the average size of the set from which the next word is chosen from. The smaller the perplexity measure the better the language model at predicting the next word. The perplexity measure for a language model depends on the domain of discourse.

In this section, we present perplexity results for three models on the the Wall Street Journal corpus: a word-based, part-of-speech based and a supertag-based trigram language model. A set of 200,000 words from the Wall Street Journal was randomly split into a set of 180,000 words for training and 20,000 words for the test corpus. The corpus was tagged with the correct part-of-speech tags\(^1\) and supertags to train the part-of-speech based language model and supertagger based language model respectively. Then the performance of the three models was measured on the test corpus. The results are shown in Table 1.

\(^1\)The UPenn treebank tagset with 40 tags was used for this purpose
Table 1: Word perplexities for the Wall Street Journal Corpus

<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
<th>Change from trigram word perplexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigram word model</td>
<td>163</td>
<td></td>
</tr>
<tr>
<td>Part-of-speech based</td>
<td>203</td>
<td>+24.5%</td>
</tr>
<tr>
<td>trigram model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supertag based</td>
<td>101</td>
<td>-38%</td>
</tr>
<tr>
<td>trigram model</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is interesting to note that the performance of the supertag model is better than that of the word model. This may be due to the fact that the training material used is fairly small to reliably estimate the parameters of the word model. However, that is exactly the strength of class based models; they have far fewer parameters compared to a word based model and hence require far less training material to reliably estimate those parameters. A second observation is that the performance of the supertag model is better than the part-of-speech model which suggests that the supertags define a better level of contextual generalization and provide more fine-grained classes than part-of-speech tags. Table 2 presents class perplexity results for the part-of-speech tag model and the supertag model. Class perplexity measures the average size of the set from which the next class is chosen from, given the previous history of the sentence. As can be seen, the perplexity for supertags is much higher than that for part-of-speech tags which clearly illustrates the increase in local ambiguity for supertags.

Table 2: Class perplexities for the Wall Street Journal Corpus

<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part-of-speech</td>
<td>3</td>
</tr>
<tr>
<td>Supertag</td>
<td>8</td>
</tr>
</tbody>
</table>

5. REFERENCES


