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ABSTRACT

In this contribution a novel method enabling an efficient decomposition of the speech signal into a deterministic and a stochastic part is presented. The deterministic part is modeled by harmonically related sinusoids; the proposed method makes use of a third order polynomial with real coefficients for the harmonic amplitudes and the phase is assumed to be linear. To obtain the stochastic part the deterministic part is simply subtracting from the original speech signal in the time domain. The results obtained on large speech database demonstrate effective decomposition of the speech signal between the two parts.

1. INTRODUCTION

The decomposition of the speech signal into a deterministic and a stochastic part has many applications. In speech synthesis where high-quality prosodic modifications (i.e. pitch and time scale) are required, the speech decomposition allows the possibility to apply different modification methods to each part, yielding more natural synthesis [9]. Because the signal is decomposed between two parts, different modification methods can be applied to each part, yielding more natural pitch and time-scale modifications. The naturalness of the prosodic modified speech signal is very important for high-quality text-to-speech synthesis based on acoustic units concatenation. For speech coding different coding schemes can be applied to each part in order to obtain low-rate speech coding systems [2]. Also, the harmonic (deterministic) to noise (stochastic) ratio has been used to detect pathological voices [4].

The speech signal decomposition has attracted a lot of research efforts; Griffin and Lim proposed the Multiband Excitation Model (MBE) [2] for speech coding. Smith and Serra [8] have developed a system for sound analysis/transform/synthesis based on a deterministic and a residual part. Recently a novel iterative algorithm for decomposition of the speech signal into a periodic and an aperiodic part has been proposed in [1]. The method aims at decomposing the excitation signal (linear prediction residual) rather than the original speech signal.

In this contribution we describe a new method for speech decomposition. The deterministic (or periodic) part supposed to be harmonic; it makes use of third order polynomial with \textit{real coefficients} for the harmonic amplitudes and the phase is supposed to be linear (first order polynomial). Given the harmonic part, the non-periodic part is obtained by subtracting the harmonic part from the original speech signal. The non-periodic part (or \textit{residual signal}) thus accounts for everything in the signal that is not described by harmonic components. It includes the friction noise, the period-to-period fluctuations produced from the turbulences of the glottal airflow, etc [5].

The first part of the paper is devoted to the model description. Then, the estimation problem of model parameters is given. Next, some characteristics of the residual signal and the modeling error are discussed. An example of analysis of a speech signal is given to support our conclusions.

2. DESCRIPTION OF THE MODEL

The model that we present in this contribution can be viewed as a special version of the Harmonic + Noise Model (HNM) [10] [9]. Like HNM, the current model assumes the speech signal to be composed of a periodic component $h[n]$ and a non-periodic component $r[n]$. The periodic component designated as sums of harmonically related sinusoids

$$ h[n] = \sum_{k=0}^{\frac{f_s(n)}{2}} a_k(n) \cos(\varphi_k(n)) $$

where

$$ a_k(n) = a_k + \beta_k (n - n^j_a) + \gamma_k (n - n^j_a)^2 + \delta_k (n - n^j_a)^3 $$

$$ \varphi_k(n) = \epsilon_k + 2\pi \xi (n - n^j_a) $$

The above parameters are updated at specific time-instants denoted by $n^j_a$. $f_s(n)$ and $L(n^j_a)$ represent the fundamental frequency and the number of pitch-harmonics included in the harmonic part respectively. These two parameters are held constants within each analysis frame and equal to their values at the center, $n^j_a$, of the analysis window. For convenience the index “$n^j_a$” will be omitted from the number of harmonics, $L$.
The non-periodic part is just the residual signal obtained by subtracting the periodic-part (harmonic part) from the original speech signal in the time-domain

\[ r[n] = s[n] - b[n] \tag{3} \]

where \( b[n] \) is the harmonic part and \( s[n] \) represents the sampling version of the continuous speech signal \( s(t) \) sampled at a rate of \( F_s \) samples per second.

### 3. ESTIMATION TECHNIQUE

As the speech signal is supposed to be harmonic, the first step of the analysis process consists of estimating the fundamental frequency and the number of harmonics included in the harmonic part. First, an initial pitch estimation is obtained by using a standard time-domain pitch detector based on a normalized cross-correlation function [3]. Next, an appropriate peak picking algorithm [9], using the initial pitch estimation, separates the “harmonic” peaks from the spurious peaks. Finally, a refined fundamental frequency is obtained by finding the fundamental frequency whose harmonics match better the frequencies of the peaks detected as “harmonics”. Using the stream of the estimated pitch values, the position of the analysis time-instants, \( n_a \), are set at a pitch-synchronous rate.

The second step of the analysis process consists, on voiced portions of speech, of estimating the values of the harmonic amplitudes and phases. This is done using a weighted least-squares method aiming at minimizing the following criterion with respect to unknown coefficients of the amplitude and phase polynomials

\[ \epsilon = \sum_{n=n_a-N}^{n_a+N} w[n](s[n] - h[n])^2 \tag{4} \]

\( w[n] \) is a weighting window and \( N \) is the integer closest to the local pitch period \( T(n_a) \). The above criterion has a quadratic form for the parameters and it is solved by inverting an overdetermined system of linear equations \([6]\). At this point in the analysis, we find it convenient to switch to matrix notation. In particular we may write the harmonic part of the model as

\[ Px = h \tag{5} \]

where the matrix \( P \) is defined by

\[ P = \begin{bmatrix} B_1 & \text{diag}(n) & \text{diag}(n)^2 B_1 \end{bmatrix} \]

\[ B_1 : = \begin{bmatrix} b_1 ; b_2 ; \cdots ; b_L ; 1 \end{bmatrix} \tag{6} \]

where \( n = [-N, -N + 1, \cdots, N]^T \) denotes the \((2N + 1)\)-by-1 time vector, \( \text{diag}(n) \) denotes a \((2N + 1)\)-by-\((2N + 1)\) diagonal matrix with \( n \) the diagonal entries of this matrix and \( B_1 \) is a \((2N + 1)\)-by-\((L + 1)\) matrix given by

\[ \hat{h} = (P^T W^TP)^{-1} P^T W^T h \tag{11} \]

where \( W \) is a diagonal matrix with \( w[n] \) as its entries. Note that the matrix to invert is symmetric and positive definite. Therefore, one method that could be used is the Cholesky decomposition [7] for solving the above linear set of equations. Note that this method is about a factor of two faster than alternative methods for solving linear equations [7].

Lastly, the harmonic part is readily obtained by

\[ r[n] = s[n] - \hat{b}[n] \tag{12} \]

### 3.1. Conditioning problem

At each analysis time instant, \( n_a \), on voiced frames, \( 5L(n_a^i) \) real coefficients should be estimated. In order to avoid conditioning problems, one could choose the analysis frame length to be as short as \( 5L(n_a^i) \) samples. By way of illustration, in order to take into account sinusoids with frequencies up
to $F_s/4$, the number of harmonics is equal to $L = T_0(s_n^t)/(2T_0) = L/2$ where $T_0(s_n^t)$ is the pitch period in samples. Thus the analysis frame could be as short as $5T_0(s_n^t)/(2T_0)$. In practice, we choose two pitch periods as frame length around an analysis time-instant, in order to avoid ill-conditioned problems as well as to allow sinusoids over $F_s/4$.

4. THE RESIDUAL SIGNAL

4.1. Variance of the residual signal

It can be shown [9] [5] that if the input signal, $s[n]$, is a white noise with unit variance then the variance of the residual signal, $r[n]$, is the diagonal of the follow matrix:

$$E(rr^T) = I - WP(P^TW^TWP)^{-1}P^TW$$  \hspace{1cm} (13)

Using the same weighting window $w(t)$, a typical Hamming window, the variance of the residual signal from the above model and from the classic HNM [10] (zero order amplitude polynomial and linear phase) have been computed. The two variances are depicted in Fig. 1. For convenience, HNM$_1$ will be referred to the classic HNM, while HNM$_2$ will be referred to the model presented here (third order polynomial for the amplitudes and linear phase). The variance of the HNM$_1$ residual signal is represented by a solid line and the variance of the HNM$_2$ residual signal by dash-dotted line. As is made clear by Fig. 1 the variance of the HNM$_1$ residual signal is not evenly distributed across the analysis frame (as it should ideally be) in contrast to the variance of the residual signal obtained from the HNM$_2$; it can be seen that the variance from HNM$_2$ is closest to the ideal least-squares variance for most of the analysis time.

![Figure 1: Variance of the least-squares residual signal form HNM$_1$ (solid line) and HNM$_2$ (dash-dotted line). The weighting window was a typical hamming window.](image)

Figure 1: Variance of the least-squares residual signal form HNM$_1$ (solid line) and HNM$_2$ (dash-dotted line). The weighting window was a typical hamming window.

The measure of similarity between deterministic part and original signal used here, is given by

$$E = 10\log_{10} \frac{\sigma_r^2(t)}{\sigma_s^2(t)}$$  \hspace{1cm} (14)

where $\sigma_r^2(t)$ denotes the variance of the residual signal $r(t)$ and $\sigma_s^2(t)$ denotes the variance of the original speech signal $s(t)$. For example, the error produced from the two models for the original speech frame in Fig. 2 was: $-15.8dB$ for HNM$_1$, and $-25.38dB$ for HNM$_2$.

In order to prove that the model HNM$_2$ is robust with respect to background noise the following test was done: a white noise was filtered by a low pass filter with cutoff frequency equal to the maximum voiced frequency (4000 Hz) and it was added to the original speech signal; the HNM$_2$ parameters are estimated using the resulting noise corrupted speech signal. The frequency content of the two residual signal without and with the additive noise are shown in Fig. 3. This figure clearly shows that the additive noise (about 25dB) remains into the stochastic part (the noise level into the harmonic band, 0 – 4000 Hz, has been clearly increased). Note that the spectrum of the original signal has also been included in Fig. 3 (dashed line).

![Figure 2: (a) A fricative voiced of an original speech signal and residual error signals from (b) HNM$_1$, and (d) HNM$_2$. The deterministic (periodic) part from HNM$_2$ is depicted in (c).](image)

Figure 2: (a) A fricative voiced of an original speech signal and residual error signals from (b) HNM$_1$, and (d) HNM$_2$. The deterministic (periodic) part from HNM$_2$ is depicted in (c).
6. CONCLUSION

This paper has presented a version of the HNM which aims at decomposing the speech signal between two parts: (1) a deterministic (periodic) part using a sum of harmonically related sinusoids with time-varying harmonic amplitudes and linear phase and (2) a stochastic part which is defined as the difference (in the time domain) between the original speech signal and the deterministic part. The model has been extensively tested on a large number of speech signals, with male and female speakers given very satisfactory results. The analysis method has proved robust with respect to background noise. The proposed model is intended to be used for voice conversion, signal enhancement and monoral voice-separation.
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