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ABSTRACT (*)

In this paper we describe the additive robustness obtained through the combined use of a first acoustic processing step based on a low complexity microphone array, followed by a spectral normalization step. Microphone arrays have shown to provide good results in reducing different sources of acoustic degradation. However, microphone arrays produce linear filtering effects that need to be compensated in order to obtain a minimal spectral distortion. In this contribution we will present the combination of a microphone array together with different well known spectral normalization techniques as preprocessing stages to a Gaussian Mixture Models (GMM) based text-independent speaker recognition system. We will show that the combination of these extensively used techniques in the fields of speech enhancement and robust speaker recognition respectively, greatly improves the results obtained when the system is tested in noisy reverberant environments with short utterances from unconstrained conversational speech.

1. INTRODUCTION

There are a lot of real world situations where the use of a close talking microphone is not desirable or even possible, such as an access control system, where the position of the claiming speaker is neither known nor fixed during the utterance, or command and control systems where an operator needs to move around a room without restrictions. In such cases, there are usually competing noises that will disturb the signal picked up by the microphone, together with the reverberation introduced due to the multipath propagation from the sources (speech and noises) to the receiver [1], as we can see in figure 1. Though this problem has been addressed previously, the system proposed in [2] consisted in large complexity microphones arrays (tens of microphones in any case) as an acoustic preprocessor to a VQ based speaker recognition system. The overall system proposed in this contribution looks for robustness at low computational and hardware joint cost. Instead of complex projection techniques in the cepstral space [3] or important modifications in the HMM architectures [4], we place an speech enhancement stage dealing with noisy reverberant speech [5] and a simple spectral normalization technique [6], to compensate for the effects introduced in the acoustic stage. Of course those effects will not be completely cancelled, but this rather simple system will work far better than the mono channel original system.

(*) This work has been funded by CICYT under Project TIC94-0030

Figure 1: Speech and noise sources at the receiver with their respective transfer functions.

The speaker recognition system works with one Gaussian Mixture Model (1-state HMM) per speaker [7], which have been shown to be robust and an excellent model of the speaker short-time characteristics, outperforming VQ and ergodic HMM systems [8].

Figure 2: Overview of the whole system, where the array structure is described in figure 3.
2. SYSTEM DESCRIPTION

The array structure used is that described in [5], where the adaptation of a two stage system (see figure 3) is switched with a speech/pause detector. The first stage is that involved with the beamforming of the array, and is readapted when speech is present. When no speech is detected, the delay estimates are not changed and the adaptive filters coefficients are readapted, acting as adaptive noise cancellers.

The time delay estimates applied to each channel are estimated through temporal crosscorrelation between the corresponding channels, with a plausibility check of that result to avoid obviously incorrect estimations, such as rapid movements of the speaker. The adaptive filters work under a conventional LMS algorithm, while the speech/pause detector is a very simple one based on two underestimated thresholds over the short time energy, where no adaptation is accomplished when neither speech nor pause is clearly detected.

![Figure 3: Two-stage 2-channel switched array.](image)

The beamformed and final output are given by the equations:

\[ y_0[n] = 0.5 \cdot \{ y_0[n] + y_1[n - \tau_1] \} \]

\[ z[n] = y_0[n - L/2] - \{ y_0[n] - y_1[n - \tau_1] \} * w_1[n] \]

The acoustic characteristics and capabilities of the array are determined by the election of the number of microphones involved, and their position. According to the intention of having a rather simple array, we decided to work with a broadband linear array of 4 microphones equally spaced 10 centimeters one from each other (our maximum frequency considered is 4 KHz). This of course has its limitations, as can be clearly seen in figure 5, but the linear effects introduced are expected to be minimized at the spectral normalization stage of the recognizer.

As we can see in the following figure, a secondary lobe appears for frequencies over 2000 Hz, but this of course is a compromise between the simplicity of the system (4 microphones, broadband, total length of 40 centimeter) and the ideal acoustical capabilities of the system.

![Figure 5: 2-D view of the directivity patterns for each frequency below 4 KHz, for an estimated angle of arrival of 30°.](image)

The spectral normalization techniques used at the output of the array structure are the well known Cepstral Mean Normalization (CMN) and RASTA processing [6], which have been shown effective compensating for the linear effects introduced in the channel.

In CMN the mean of the cepstral vectors is subtracted in order to high-pass filter the original cepstral coefficients:

\[ y[n] = x[n] - \frac{1}{N} \sum_{i=1}^{N} x_i[n] \]

RASTA processing of speech again high-pass filter the cepstral coefficients with the following difference equation:

\[ y[n] = x[n] - x[n - 1] + 0.97 y[n - 1] \]

The speaker recognition system models the speaker characteristics with a one state model per speaker with a discrete set of gaussian mixtures (M=8, M=16 or M=32) corresponding to the probabilistic distribution of the LPCCepstrum vectors obtained from the speaker database described below.

![Figure 4: Average directivity pattern for the octave frequencies 250, 500, 1000 and 2000 Hz for a 4 microphone linear array equally spaced 10 centimeters one from each other, for an estimated angle of arrival of 30°.](image)
In GMM systems, each speaker model $\lambda_i$ is given by:

$$\lambda_i = \{ p_i, \mu_i, \Sigma_i \} \quad i = 1, \ldots, M$$

with mean vector $\mu_i$, and covariance matrix $\Sigma_i$; a gaussian mixture density is given by a weighted sum of component densities:

$$p(\tilde{x} | \lambda_i) = \sum_{i=1}^{M} p_i b_i(\tilde{x})$$

where $\tilde{x}$ is our L-dimensional cepstral vector, with mixture weights $p_i$ and component densities $b_i(\tilde{x})$ given by the equation:

$$b_i(\tilde{x}) = \frac{1}{(2\pi)^{L/2} |\Sigma_i|^{1/2}} \exp\left\{ -\frac{1}{2} (\tilde{x} - \mu_i)' \Sigma_i^{-1} (\tilde{x} - \mu_i) \right\}$$

### 3. EXPERIMENTS

#### 3.1. Speaker Database

The speech data have been extracted from the DIAC2 speaker database, recorded at DIAC-EUIT Telecom. UPM, consisting in several minutes of unconstrained speech from each one of 25 male speakers, recorded with a high quality close talking microphone in a quiet studio (SNR>30 dB). The database has been labelled as speech/silence by direct observation and listening of the files.

#### 3.2. Multipath propagation in reverberant rooms

The impulse response between any two points of a room is simulated in a computer through the image method, according to the acoustic ray theory [9], choosing the form, dimensions, absorption coefficients of the walls, and maximum reflexion order. In this experiment, we choose a room of 6x4x3 meters, placing the speech source at about 1.5 meters of the array (and about 30° off-axis), and the noise source (white noise) at the other side of the room, at about 4.5 meters (about -15° off-axis). We then calculate the 8 impulse responses from each of the two sources to the four microphones of the line array, equally spaced 10 cm, as shown by the multipath propagation of the different rays in fig. 6.

The impulse responses obtained have the form of that in figure 7 where the ray attenuations are calculated with respect to the direct path arrival echo. The reflexion order can be truncated at any integer, obtaining similar results for reflexions above the third order.

![Figure 6: Multipath propagation through the images method between any two points of a room.](image)

![Figure 7: Impulse response obtained with the room simulation program. The echo amplitudes of the impulse responses obtained are relative to that of the direct path.](image)

#### 3.3. Training and testing

We train our 25 male speaker models in clean conditions (without noise or reverberation) with 14 seconds of actual speech (silences removed) per speaker from the speech database, with various values of $M$, the number of gaussian densities. This process is repeated when the CMN or RASTA models are to be used, obtaining three types of ‘clean’ models (no processing, CMN and RASTA).

In the testing stage, we artificially generate the input signal to each of the microphones adding two convolutioned signals (one for the speech and another for the noise with their respective impulse responses) at two different SNR, measured as the ratio between the average energy at speech frames to that at noisy frames, where the noise source is white noise. We test the system with 30 milliseconds LPCcepstrum vectors from 10 overlapping segments of 5 seconds in 4 different situations corresponding to the different stages in the processing (clean speech, input to one microphone of the array, beamformed signal, and output signal from the array processing system). The recognized speaker is that of the highest output probability without any type of postprocessing.
4. RESULTS

When the system recognizes the clean speech segments (SNR>30dB) with the clean models (original, CMN or RASTA), and no room simulation is performed, it obtains recognition rates above 96% for any value of M (8,16 or 32).

The system capabilities have been tested at two different input SNR (5 and 10 dB). The following tables and curves summarize the results obtained in both cases and for different values of M, the number of gaussian mixtures in each speaker model.

<table>
<thead>
<tr>
<th>SNRin = 5 dB</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalization:</td>
<td>None</td>
<td>CMN</td>
<td>RASTA</td>
</tr>
<tr>
<td>Microph. #1</td>
<td>9.6</td>
<td>32.4</td>
<td>20.4</td>
</tr>
<tr>
<td>Beamformed</td>
<td>23.6</td>
<td>46.8</td>
<td>49.2</td>
</tr>
<tr>
<td>Output</td>
<td>60.8</td>
<td>53.2</td>
<td>52.8</td>
</tr>
</tbody>
</table>

Table 1: Recognitions results with the whole system, with a low input SNR.

![Graphical representation of speaker recognition results of table 1.](image)

Table 2: Recognition results with the whole system working for a medium input SNR.

<table>
<thead>
<tr>
<th>SNRin = 15 dB</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalization:</td>
<td>None</td>
<td>CMN</td>
<td>RASTA</td>
</tr>
<tr>
<td>Microph. #1</td>
<td>64.0</td>
<td>80.0</td>
<td>68.4</td>
</tr>
<tr>
<td>Beamformed</td>
<td>92.0</td>
<td>97.0</td>
<td>86.4</td>
</tr>
<tr>
<td>Output</td>
<td>96.0</td>
<td>97.0</td>
<td>86.4</td>
</tr>
</tbody>
</table>

| Normalization: | None | CMN | RASTA |
| Microph. #1 | 65.2 | 78.4 | 80.0  |
| Beamformed | 100.0 | 99.6 | 99.2  |
| Output | 100.0 | 99.6 | 99.2  |

| Normalization: | None | CMN | RASTA |
| Microph. #1 | 54.8 | 71.2 | 72.8  |
| Beamformed | 99.6 | 96.8 | 94.8  |
| Output | 99.6 | 96.8 | 94.8  |

5. CONCLUSION

In this contribution we have shown how we have increased the robustness to additive and convolutional noise of a Gaussian Mixture Model speaker recognition system through the joint use of a simple four microphones switched array and a spectral normalization step to compensate the linear filtering effects introduced in the acoustic processing step. Though these are preliminary results, from the experiments described above we see the enormous potential of microphone arrays as acoustic preprocessing stages in combination of spectral normalization techniques providing robustness to speech or speaker recognitions systems.
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