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ABSTRACT

In some dialogue systems, the design of dialogue strategy is bound tightly to the domain by straightforwardly hard-coding the response actions into the system. Such a paradigm is quite easy to build up a prototype system, but makes it difficult to port the system across different domains. This paper presents a domain-transparent design of dialogue management to increase system portability. The basic idea of this framework is to extract the domain-dependent factors to form an external domain knowledge database, leaving the dialogue management component independent of the tasks. Based on the proposed framework, porting to another domain needs only to replace the domain knowledge database without changing the dialogue management module. This paper also proposed a task description table interface enabling system developers to design the dialogue strategy flexibly. With this approach, the effort of porting a spoken dialogue system across different domains can be relieved.

1. INTRODUCTION

In the age of rapid progress in computer hardware technology, a friendly spoken interface is anticipated to be the next generation man/machine interface. In the past decade, researches have been shifted from the theories and basic technologies of automatic speech recognition to spoken dialogue systems. Many spoken dialogue systems have been built to deal with various applications, such as air traffic information service [1], banking service [2], etc. Although those dialogue systems have been demonstrated successfully in some limited domains, spoken dialogue systems are not yet widespread in our everyday life. The main obstacle is the high cost of porting a system from one domain to another.

Generally, a typical spoken dialogue system may consist of several components of speech recognition, language understanding, dialogue management, language generation and speech synthesis. Among those components, the dialogue management component tends to be the most domain-dependent one. Therefore, the most straightforward design is to hard code the possible interactions between human and machine into routines [3]. This approach can easily construct a prototypical system but make the system hard to port to a different domain. Another approach is to manage the interactive actions based on a finite state network [4,5]. In the network, each state represents a particular status about the internal and external resources available for the system (such as, dialogue history, current user input, the database query results, etc.). The actions to be carried out and the next state to be entered are associated with a state transition arc. In this approach, the task-dependent part of the dialogue is pushed to the state network to make the dialogue manager portable across different tasks. However, since the number of dialogue states is usually very large, it is laborious to associate every dialogue state with corresponding actions and transition arcs. Besides, managing dialogue with state network tends to be system initiative because the dialogue manager conducts the conversation flow by travelling one of the pre-defined paths in the state network and the users are discouraged (or even forbidden) to deviate from the system’s plan.

To pursue a mixed initiative dialogue management manner, Goddeau et al. [6] proposed to handle the dialogue status by filling an electronic form (or E-form). The E-form consists of task-relevant slots whose contents are the constraints acquired from user’s utterances. The response to user depends on the current state of the E-form. This approach avoids enumerating all possible dialogue states to form a network and allows the user not to follow the system’s prompt. However, the E-form approach is limited to a single goal approach, whose goal is trying to fill the empty slots in the E-form. It is difficult to deal with a complex task of multiple goals.

In this paper, a domain-transparent framework is proposed to develop a portable dialogue manager. In this framework, the domain-dependent factors used in decision making are extracted to form an external domain knowledge database. The domain knowledge database consists of a set of dialogue states. Each dialogue state is associated with an action and the condition to apply that action. By this way, the dialogue management process is simplified to be looking up the most appropriate action in the domain knowledge database. Once the domain changes, only the domain knowledge database needs to be replaced, leaving the dialogue manager itself unchanged.

To enable system developers to easily maintain the domain knowledge database and clearly describe the dialogue strategy, a table interface, called task description table (TDT), is proposed. With this interface, a system developer can easily specify a dialogue state by giving the conditions of the domain-dependent factors. Each dialogue state in TDT is associated with an action to indicate the response. Using this approach, porting a dialogue manager to another domain needs only to specify a new TDT. Thus, the effort of porting a dialogue system across domains can be relieved.

This paper is organized as follows. First, we briefly overview the architecture of our spoken dialogue system in Section 2. Then, the details of the proposed framework are present in
Section 3. Section 4 demonstrates example TDTs designed for different tasks. Finally, the conclusions are made in Section 5.

2. SYSTEM OVERVIEW

The block diagram of our system is depicted in Figure 1. As the user speaks to the system about their requests, the speech recognition component recognizes the user’s utterances and provides N-best sentence hypotheses to the language understanding component. The language understanding component then analyzes the meanings of the sentences, representing the results using a particular data structure called semantic frame[7]. Based on the semantic frame, the dialogue manager determines the most appropriate response by taking the conversation contexts into consideration. The responses, including actions of asking more constraints, confirming user’s requests, providing suggestions, etc., are then presented to the user in graphics, text, and voice by using the language generation component and the text-to-speech synthesizer. The details of dialogue management component will be discussed in Section 3, while the other components are briefly described as follows.

2.1. Speech Recognition

The speech recognizer is based on our HMM-based speaker-independent large-vocabulary Mandarin continuous speech recognition system. In this system, a class-based bigram language model is used to decode the input speech into word sequences. Thus, the interface between the speech recognition and the language understanding component is N-best paradigm.

2.2. Language Understanding

The language understanding component comprises of four analysis phases: word segmentation, part-of-speech tagging, robust parsing and semantic interpretation. At present, we have implemented a robust parser by adopting chart parsing algorithm together with probabilistic context-free grammars. The parser is completely syntax checking, leaving semantic checking performed in the semantic interpreter. The semantic interpreter determines the meanings of the input in term of semantic representation form called semantic frame [7], in which the thematic roles of constituents and the meanings of content words are specified.

2.3. Language Generation

The task of language generation is to generate text from the response semantic frame. In general, there might be more than one possible realization for a given response semantic frame. To allow flexible language generation, a set of message templates, expressing possible ways of realization, and their likelihood values are attached to each dialogue state. At present, the likelihood value, which will be further estimated from the collected corpora, of the realization alternatives are assigned equally to a constant value. That is, the message templates are selected randomly.

2.4. Speech Synthesis

To respond user in voice, the Mandarin text-to-speech system developed by CCL/ITRI is integrated in our system. In this TTS system, a markup language is defined to account for additional information that can make the synthesized speech correct and sound more natural. For example, digit, date and currency are pronounced differently although their surface forms are the same. Understanding the meanings of words, e.g., digit or currency, makes the TTS component able to pronounce them correctly.

3. DOMAIN-TRANSPARENT DIALOGUE MANAGEMENT

In the conversational process, the dialogue manager cooperates with the user to satisfy the user’s requests. In some dialogue system, the design of the dialogue manager is bound to the domain by straightforwardly hard-coding the associated response actions into the system. Such a paradigm is quite easy
Motivated by the portability concern, a domain transparent framework is proposed. In this framework, domain-dependent factors used in decision-making are extracted out of the dialogue manager to form an external domain knowledge database. The domain knowledge database is composed of a set of dialogue states, each of them being associated with an action and the conditions to apply that action. The conditions of a dialogue state is specified in terms of the domain-dependent factors. For example, in the weather forecast information service system, the domain-dependent factors would be “date”, “location”, and “topic” (e.g., temperature, relative humidity, etc.). The state which lacks location information is specified with a “VOID” condition in the “location” factor. Therefore, the response associated to this state would be asking user to clarify the location information. Based on this approach, the dialogue management strategy can be simplified as looking up the most appropriate response by matching the current dialogue status with the dialogue states in the domain knowledge database. Moreover, porting the dialogue manager to a different domain only requires to replace an domain knowledge database without the effort of re-design.

### 3.1. Task Description Table

To facilitate the porting process, a table interface, called task description table (TDT) is proposed so that system developers can easily maintain the domain knowledge database and clearly describe the dialogue strategies. In a TDT, the system developer can easily specify the dialogue strategies by filling conditions and actions of each dialogue state. Each row of the table represents a dialogue state, while each column corresponds to a domain-dependent factor, called parameter. The content of a TDT cell describes the condition of the parameter of the corresponding dialogue state. Table 1 is an example of TDT designed for the weather forecast information service system. Three parameters, location, date and topic, are used and six dialogue states are specified with different conditions. The possible conditions include valid parameter (denoted by “+”), void parameter (denoted by “−”), parameter greater than, less than or equal to a value (denoted by “>”, “<” and “=”, respectively). If no condition is specified, the system encounters a “don’t care” (denoted by “•”) situation. The actions of states are listed on the right hand side of the table, including one welcome action, three actions for asking more information, one query and an warning action. On the left side, the marker “P” denotes S1 and S2 have higher priority and the marker “G1” denotes S2, S3 and S4 are grouped together. The details of priority and grouping are discussed in the following section.

### 3.2. Dialogue State Matching

Given the TDT, the main task of the dialogue manager becomes to look up the most appropriate action by matching current dialogue status with the dialogue states. In some cases, a certain dialogue status perhaps does not match any dialogue state in a TDT because of incomplete TDT specification. In such cases, the designer can still easily modify the TDT iteratively to refine the dialogue strategy.

With the flexibility of allowing “don’t care” conditions, a certain dialogue status could match more than one dialogue state. The TDT also provides the alternatives of setting priority and grouping the dialogue states. Once multiple dialogue states are matched, the action of the state with the highest priority will be executed. If the matched states belong to a group, the actions of these states will be executed simultaneously. Taking Table 1 as an example, the initial dialogue status, where no parameters have been specified, would match four states (S1, S2, S3, S4) in the TDT. Since S1 has higher priority (marked by “P”), the dialogue manager will take the “welcome” action. In case the topic is given, the states S2 and S3 will be matched. Since S2 and S3 fall in the same group (marked by “G1”), the actions of asking for location, Ask(Loc.), and asking for date, Ask(Date), will be executed simultaneously.

### 4. EXPLORING ANOTHER DOMAIN WITH TDT

Currently, the dialogue manager of our spoken dialogue system is working on two different domains with two TDTs. The first application is weather forecast information system which provides the service of inquiring some weather forecast information and satellite images. The second application is railway ticket ordering system which provides train ticket ordering service in Taiwan. The TDT for weather forecast information system is given in Table 1, and the TDT for the railway ticket ordering system is listed in Table 2.

The railway ticket ordering system is more complicate than the weather forecast information system. As shown in Table 2, the parameters include departure station (D_ST), departure time (D_TIME), arrival station (A_ST), arrival time (A_TIME), departure date (DATE) and the number of tickets to be ordered (NUM). According to the first dialogue state, S1, in Table 2, the system will initially send greeting message to welcome the user. Then, the grouped states, from S2 to S6, correspond to the process of getting the necessary information for ordering tickets. Once the necessary information is provided, the system will order tickets by executing one of the actions associated to S7 and S8. Additionally, the last two dialogue states are specified to deal with improper ordering. If the user try to order more than 4 tickets or the departure date is a week later, the system will immediately notify the user the limitations on the ticket number or the departure date with warning messages.

<table>
<thead>
<tr>
<th>Location</th>
<th>Date</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>S1</td>
<td>−</td>
</tr>
<tr>
<td>G1</td>
<td>S2</td>
<td>−</td>
</tr>
<tr>
<td>G1</td>
<td>S3</td>
<td>×</td>
</tr>
<tr>
<td>G1</td>
<td>S4</td>
<td>×</td>
</tr>
<tr>
<td>S5</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>P</td>
<td>S6</td>
<td>×</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: TDT of a weather forecast information system
The TDT in Table 2 also presents a mixed-initiative dialogue strategy. The system tries to determine which train the user wants to take by asking for the departure time, as indicated by state S3. However, the user is allowed to take the initiative to talk to the system when he/she wants to arrive. Then, the system will not ask for the departure time any more because which train the user wants to take can also be determined by the arrival time and arrival station.

### Table 2: TDT of a railway ticket ordering system

<table>
<thead>
<tr>
<th></th>
<th>D_ST</th>
<th>D_TIME</th>
<th>A_ST</th>
<th>A_TIME</th>
<th>DATE</th>
<th>NUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>S1</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>G1</td>
<td>S2</td>
<td>−</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>G1</td>
<td>S3</td>
<td>×</td>
<td>−</td>
<td>−</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>G1</td>
<td>S4</td>
<td>×</td>
<td>×</td>
<td>−</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>G1</td>
<td>S5</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>−</td>
<td>×</td>
</tr>
<tr>
<td>G1</td>
<td>S6</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>−</td>
</tr>
<tr>
<td>S7</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>S8</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>P</td>
<td>S9</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>&gt; 4</td>
</tr>
<tr>
<td>P</td>
<td>S10</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>&gt; 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The TDT in Table 2 also presents a mixed-initiative dialogue strategy. The system tries to determine which train the user wants to take by asking for the departure time, as indicated by state S3. However, the user is allowed to take the initiative to talk to the system when he/she wants to arrive. Then, the system will not ask for the departure time any more because which train the user wants to take can also be determined by the arrival time and arrival station.

### 5. SUMMARY AND FUTURE WORK

To design a portable dialogue system, a domain-transparent framework of the dialogue management is proposed. In this framework, the domain-dependent factors are extracted to build an external domain knowledge database. A task description table (TDT) interface is also proposed to let the system developer easily design and maintain the domain knowledge database. As a result, porting a dialogue manager to another domain is simplified to the work of filling a new TDT. With the proposed approach, the dialogue manager of our spoken dialogue system can support two applications based on two different TDTs.

Although the proposed TDT can meet the requirements of our current applications, there is plenty of room for improvement. In the future, we will extend the condition operators to user defined functions, allowing more flexibility in dialogue strategy design.
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