EVALUATION OF MODEL ADAPTATION BY HMM DECOMPOSITION ON TELEPHONE SPEECH RECOGNITION
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ABSTRACT

In this paper, we evaluate performance of model adaptation by the previously proposed HMM decomposition method[1] on telephone speech recognition. The HMM decomposition method separates a composed HMM into a known phoneme HMM and an unknown noise and channel HMM by maximum likelihood (ML) estimation of the HMM parameters. A transfer function (telephone channel) HMM is estimated using adaptation speech data by applying the HMM decomposition twice in the linear spectral domain for noise and in the cepstral domain for channel. The telephone speech data for evaluation are recorded through 10 kinds of ordinary analog telephone handsets and cordless telephone handsets. The test results show that the average phrase accuracy with the clean speech HMMs is 60.9% for the ordinary analog telephone handsets, and 19.6% for the cordless telephone handsets. By the HMM decomposition method, the average phrase accuracy is improved to 78.1% for the ordinary analog telephone handsets, and 50.5% for the cordless telephone handsets.

1. INTRODUCTION

Many methods have been proposed to cope with problems caused by additive noise and convolutional distortion in robust speech recognition. Speech enhancement and model compensation approaches are two common examples among them. For the speech enhancement approach, spectral subtraction for additive noise and cepstral mean normalization (or signal bias removal) for convolutional distortion have been proposed (e.g., [2, 3, 4, 5, 6]). For the model compensation approach, conventional multi-template technique, model adaptation (e.g., [12, 13]) as well as model (de-)composition methods (e.g., [7, 8, 9, 10, 11, 14, 15]) have been developed.

In our previous paper [1], we proposed an HMM decomposition method. The HMM decomposition method deals with the model parameter instead of the series of the observed signal, and estimates the HMM parameters based on maximum likelihood (ML) estimation. Its effectiveness is confirmed by the word recognition experiments on the real distant-talking speech.

This paper reports the performance of the HMM decomposition method on the telephone speech recognition. The telephone speech data for evaluation are recorded using 10 kinds of the ordinary analog telephone handsets and the cordless telephone handsets in a soundproof room, through the public telephone network as shown in Figure 1.

2. TELEPHONE SPEECH DATA

Figure 1 shows the recording condition of the telephone speech. Utterances from 60 speakers in the A5J (Acoustical Society of Japan) continuous speech database are output through a mouth simulator, and input into 10 kinds of the ordinary analog telephone handsets and the cordless telephone handsets in the soundproof room. Then, their speech are recorded through the public telephone network. Ten kinds of telephone handsets are CANON (CF-H1CL), KENWOOD (IS-W757), NEC (Speak23 CL), NTT (CP-D40), PANASONIC (VE-D67L-K), PIONEER (TF-J90), SANYO (TEL-L710), SHARP (CI-H7), SONY (SPP-A600) and VICTOR (TN-DJ1-B). Each telephone handset consists of an ordinary analog telephone handset and a cordless telephone handset.

Figure 2 shows the log power spectrum of the clean speech and the telephone speech, which are digitized at an 8 kHz sampling rate. In the case of the speech through the cordless telephone handset, the shape over 3 kHz is distorted. The SNRs of the ordinary analog telephone handsets and the cordless telephone handsets are 25.1 dB and 20.3 dB, respectively. Their SNRs are calculated by

$$SNR \sim 10 \log_{10} \frac{1}{m} \sum_{t=1}^{l} \frac{o(t)^2}{n(t)^2},$$

where $o(t)$ and $n(t)$ denote the observed speech and the noise at time $t$, respectively. $l$ and $m$ are the number of total frames of speech data and the number of total frames of noise data, respectively.
and the observed noise at frame \( m \) and frequency \( \omega \), respectively. \( H(\omega;m) \) and \( H'(\omega;m) \) are transfer function. Accordingly, a composed HMM of the observed speech in the linear spectral domain is represented by

\[
\lambda_{SH+N} = \text{Exp}\{ \cos(\lambda_{cep} \oplus \lambda_{Hcep}) \} \oplus \lambda_{lin},
\]

(1)

where \( \lambda \) and \( \oplus \) denote a set of model parameters and a model composition procedure, respectively. \( \text{Exp} \) and \( \cos \) are exponential transform of the distribution function and cosine transform of the distribution function, respectively. According to the equation (1), the estimation equation of the transfer function HMM is written as follows in the cepstral domain:

\[
\lambda_{Hcep} = \text{Cos}^{-1}\{\text{Log}(\lambda_{SH+N} \oplus \lambda_{lin})\} \oplus \lambda_{cep},
\]

(2)

where \( cep \) and \( lin \) denote the cepstral domain and the linear spectral domain, respectively. \( \oplus \) denotes a model decomposition procedure. \( \text{Cos}^{-1} \) and \( \text{Log} \) are inverse cosine transform of the distribution function and logarithmic transform of the distribution function, respectively. The equation (2) shows that the HMM decomposition method is applied twice in the linear spectral domain and in the cepstral domain, where the transfer function HMM is estimated in noisy environment. Firstly, the HMM decomposition method is applied in the linear spectral domain to estimate the telephone speech HMMs which are free from the influences of noises. The obtained telephone speech HMMs are converted to the cepstral domain. Then, the HMM decomposition method is applied again to estimate the transfer function HMM. The procedure is summarized in Figure 4.

4. EXPERIMENTS AND RESULTS

4.1. Experimental condition

All experiments in this paper are conducted on the telephone speech data which we described in the section 2. About 7500 sentences from 25 males and 25 females are used for the training. Five males and five females for the testing are not used in the training. Each testing speaker utters only one sentence for adaptation for each handset.

We choose 55 context independent phonemes as the clean speech units. Each phoneme is modeled by a single left-to-right 3-state tied-mixture HMM with 3 self-transition loops and without state skipping. Sixteen mel-frequency cepstral coefficients (MFCC) with their first order differentials (\( \Delta \text{MFCC} \)), and the first order differentials for normalized logarithmic energy (\( \Delta \text{power} \)) are calculated as the observation vector for each frame. There are total 256 Gaussian mixture components with diagonal covariance matrices shared by all of the models for MFCC and \( \Delta \text{MFCC} \), respectively. There are 64 Gaussian mixture components shared by all of the models for \( \Delta \text{power} \).

For environment adaptation, a single Gaussian is employed to model the noise and the transfer function. Only mean vector is estimated for the transfer function in this experiment.

The phrase recognition experiment is carried out using continuous sentence speech. Each sentence includes 6 ~ 7
phrases on average. In this task, the ASJ database is divided into 10 subsets. Each subset consists of 50 sentences except one subset which consists of 53 sentences. One typical subset of this task is 323 phrases with a phrase perplexity of 323 on average. Each speaker utters 3 subsets through one telephone handset.

4.2. Experimental results

The points to be investigated are:

- improvement of recognition rate by the HMM composition and the HMM decomposition method,
- comparison with cepstral mean subtraction (CMS), and
- comparison with matched condition.

Table 1 and Table 2 show the average phrase accuracy [%] for 10 kinds of the ordinary analog telephone handsets and the cordless telephone handsets, respectively. The phrase accuracy with the Clean HMMs (indicated as HMM-S) is 79.2% for the clean speech. The telephone speech, however, decreases the phrase accuracy to 60.9% for the ordinary analog telephone handsets, and 49.6% for the cordless telephone handsets.

The phrase accuracy with the HMM-SN, composed of the HMM-S and the noise HMM, is improved to 70.1% for the ordinary analog telephone handsets, and 30.3% for the cordless telephone handsets. By applying the HMM decomposition method twice in the linear spectral domain and in the cepstral domain, HMM-SH, the phrase accuracy is improved from 60.9% to 78.1% for the ordinary analog telephone handsets, and from 19.6% to 50.5% for the cordless telephone handsets with one adaptation sentence.

Table 1 and Table 2 also include the average phrase accuracy for 10 kinds of the telephone handsets in the matched condition. The HMM phonemes, HMM-TELE (ordinary tele.), are trained by the speech data through 10 kinds of the ordinary analog telephone handsets. The HMM phonemes, HMM-TELE (cordless tele.), are trained by the speech data through 10 kinds of the cordless telephone handsets. The HMM phonemes, HMM-TELE (ordinary and cordless), are trained by the speech data through 10 kinds of the ordinary analog telephone handsets and the cordless telephone handsets.

The phrase accuracy with the HMM-TELE (ordinary) is 77.7% for the ordinary analog telephone handsets. The phrase accuracy with the HMM-TELE (cable) is 61.0% for the cordless telephone handsets. On the other hand, the phrase accuracy with the HMM-TELE (ordinary and cordless) is decreased to 72.7% for the ordinary analog telephone handsets, and
Table 3: Comparison with CMS (ordinary/cordless)

<table>
<thead>
<tr>
<th>Estimation data</th>
<th>CMS</th>
<th>HMM-SH</th>
</tr>
</thead>
<tbody>
<tr>
<td>adaptation 1</td>
<td>74.7%</td>
<td>42.0%</td>
</tr>
<tr>
<td>adaptation 2</td>
<td>72.6%</td>
<td>38.6%</td>
</tr>
</tbody>
</table>

Table 4: Comparison with matched condition

<table>
<thead>
<tr>
<th>Input</th>
<th>HMM-S</th>
<th>HMM-SH</th>
<th>HMM-TELE (matched handset)</th>
</tr>
</thead>
<tbody>
<tr>
<td>matched handset</td>
<td>64.5%</td>
<td>80.1%</td>
<td>86.6%</td>
</tr>
</tbody>
</table>

60.5% for the cordless telephone handsets. This is caused by the mismatched condition between the ordinary analog telephone handsets and the cordless telephone handsets.

Table 3 shows the comparison with CMS. When the HMM decomposition method is applied once in the cepstral domain (indicated as HMM-SH), the phrase accuracy is decreased to 68.6% for the ordinary analog telephone handsets. In the CMS-based testing case, the HMM phonemes are trained by the CMS-processed clean speech data. By subtracting each cepstral mean value from each testing data (adaptation 1), the phrase accuracy is 74.7% for the ordinary analog telephone handsets, and 42.0% for the cordless telephone handsets. To compare with the result of HMM-SH, we attempt to subtract the cepstral mean of the same adaptation data from the testing data (adaptation 2). The phrase accuracy is 72.6% for the ordinary analog telephone handsets, and 38.6% for the cordless telephone handsets. These results show that the result of CMS is better than that of HMM-SH (without decomposition of noise HMM) in noisy telephone channel.

Table 4 shows the comparison with the matched condition for one ordinary analog telephone handset. In the case of the HMM-TELE (matched handset) which are trained by the speech through only one kind of the ordinary analog telephone handset, the performance is 86.6% for the same ordinary analog telephone handset. However, the phrase accuracy with the HMM-SH is 80.1% for the same analog telephone handset with one adaptation sentence. There is the difference of the phrase accuracy between the HMM decomposition and the matched condition.

5. CONCLUSION

We have evaluated the performance of the model adaptation by the previously proposed HMM decomposition method[1] on the telephone speech recognition. The average phrase recognition accuracy with the clean speech HMMs is 60.9% for the ordinary analog telephone handsets, and 19.6% for the cordless telephone handsets. The average phrase recognition accuracy with the CMS HMMs is 74.7% for the ordinary analog telephone handsets, and 42.0% for the cordless telephone handsets. By the HMM decomposition method, the average phrase recognition accuracy is improved to 78.1% for the ordinary analog telephone handsets, and 50.5% for the cordless telephone handsets. These results show the HMM decomposition method is able to improve the performance. However, in the matched condition, the average phrase recognition accuracy is 77.7% for the ordinary analog telephone handsets, and 61.0% for the cordless telephone handsets. Therefore, the further improvement of the HMM adaptation method would be necessary for the cordless telephone speech.
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