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ABSTRACT

In this paper, a fast implementation algorithm for EVRC encoder is presented. Among the routines of CELP-type speech coders, the fixed codebook search is the most computationally demanding. The fast algorithm developed in this study mainly concerns the fixed codebook search procedure. For efficient codebook search, two efficient schemes are developed: limiting the number of possible combination of pulse positions, and using a reduced-tap FIR filter instead of the impulse response of the weighted synthesis filter. The proposed EVRC algorithm was implemented using a fixed-point DSP, and the new EVRC algorithm was subjectively evaluated. It was found that the new FCB search routine could be implemented with only 24.3% of the original one. Informal subjective tests confirmed that the speech quality of the proposed algorithm was indistinguishable from the original EVRC.

1. INTRODUCTION

IS-127 EVRC [1] has been adopted as a standard speech coder for the CDMA digital cellular system in North America and Korea, and has been in service with 8 kbps Qualcomm CELP (QCELP) [2]. Speech quality of EVRC is comparable to the 13 kbps QCELP [3] serviced for the personal communication service (PCS). Also, EVRC together with the adaptive multirate (AMR) coder [4], has been selected as a candidate for the speech coder standard of 3rd generation mobile communication, known as IMT-2000.

EVRC encoding algorithm is based on the relaxation CELP (RCELP) [5]. It is appropriately modified in order to fit for the variable rate feature and robustness in wireless CDMA environment. While the conventional CELP attempts to match the original speech signal exactly, RCELP tries to match a time-warped version of the original speech signal that conforms to a simplified pitch contour. In such a way, it can be reduced the number of bits needed to encode the pitch information. However, this advantage is obtained with heavy computational operations.

In this paper, we propose an efficient codebook search algorithm for EVRC. Since the fixed codebook (FCB) search is the most computationally demanding among functional routines of EVRC, the proposed algorithm mainly concerns simplifying the FCB search procedure. However, even with the simplification, the quality of the reconstructed speech should not be degraded. For this end, two efficient schemes are developed: limiting the number of possible combination of pulse positions, and using a reduced-tap FIR filter instead of the impulse response of the weighted synthesis filter. Before the FCB search iteration is started, M positions having large amplitudes among the reference samples are selected as possible locations of the excitation pulse. By this pre-selection process, the 4×4×(11×11) FCB search iteration is reduced down to 4×4×(M×11). Based on our experiments, M could be down to 3 with a slight SNR drop of 0.13 dB, which results in (8/11) computational savings.

For the analysis-by-synthesis scheme of FCB search, EVRC uses the impulse response of the weighted synthesis filter with a length of one subframe. Considering the iterative feature of the FCB search, the computational reduction may be obtained by truncating the impulse response. However, simple truncation of the impulse response will result in noticeable quality degradation of the synthesized speech. In order no to have the quality degradation, we modify the weighted synthesis filter to one having a shorter tail. Later, the length of the impulse response is further shortened by introducing the extremely truncated impulse response (ETIR) scheme [9]. The modified synthesis filter is in parallel to the method used in G.729A speech coder.

2. IS-127 EVRC

EVRC speech coder is based on RCELP algorithm which employs the generalized analysis-by-synthesis scheme [6]. Unlike conventional CELP encoders, RCELP matches time-warped version of original speech signal by a simplified pitch contour. This pitch contour is obtained via the linear interpolation of the integer pitch that is estimated in an open-loop fashion for every frame. While a fractional pitch is transmitted in conventional CELP, the integer pitch is transmitted over each frame of speech in RCELP. Consequently, less bits are used for the pitch and more bits are allocated to the FCB excitation encoding and the channel error protection.

Using a rate determination algorithm, EVRC encoder selects one out of three encoding rates: Rate 1 (8.55 kbps), Rate 1/2 (4 kbps), and Rate 1/8 (800 bps). At Rate 1/2 and Rate 1, the encoder uses the RCELP algorithm to match a time-warped version of the original speech. At Rate 1/8, the encoder just characterizes its energy contour.

The FCB in EVRC has an algebraic codebook structure designed using an Interleaved Single-Pulse Permutation (ISPP) scheme. Algebraic codebook structure has advantages in terms of storage, search complexity, and robustness. Each codebook vector of length 55 contains 8 and 3 non-
zero pulses for Rate 1 and Rate 1/2 respectively. For Rate 1, the 55 positions in a single subframe are divided into 5 tracks, where each contains two pulses, as shown in Table 1.

<table>
<thead>
<tr>
<th>Track</th>
<th>Positions</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₀</td>
<td>0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50</td>
</tr>
<tr>
<td>T₁</td>
<td>1, 6, 11, 16, 21, 26, 31, 36, 41, 46, 51</td>
</tr>
<tr>
<td>T₂</td>
<td>2, 7, 12, 17, 22, 27, 32, 37, 42, 47, 52</td>
</tr>
<tr>
<td>T₃</td>
<td>3, 8, 13, 18, 23, 28, 33, 38, 43, 48, 53</td>
</tr>
<tr>
<td>T₄</td>
<td>4, 9, 14, 19, 24, 29, 34, 39, 44, 49, 54</td>
</tr>
</tbody>
</table>

Table 1. Potential positions of individual pulses in the algebraic codebook (Rate 1)

Among the 5 tracks, 3 are allocated with two pulses each and 2 are allocated with one pulse each. This accounts for a total of 8 pulses. The single-pulse tracks can be either T₁-T₀, T₂-T₀, T₀-T₁, or T₁-T₂, as described in Table 2. The pulse positions are determined sequentially one pair at a time. In the first iteration, the single-pulse tracks are T₁ and T₂. The search process shall be repeated for other 3 iterations, by assigning the single-pulse tracks to T₁-T₀, T₂-T₁, and T₁-T₂ respectively. The codeword used to represent the various pulse positions and signs are encoded with 2 bits. For each double-pulse track, both positions and signs of the two pulses are encoded with 8 bits. Thus this gives a total of 35 bits.

<table>
<thead>
<tr>
<th>Double-pulse track order</th>
<th>Single-pulse track order</th>
<th>Codeword</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₀-T₁-T₂-T₃</td>
<td>T₁-T₀</td>
<td>00</td>
</tr>
<tr>
<td>T₁-T₂-T₃-T₄</td>
<td>T₀-T₁</td>
<td>01</td>
</tr>
<tr>
<td>T₂-T₃-T₄-T₀</td>
<td>T₀-T₂</td>
<td>02</td>
</tr>
<tr>
<td>T₃-T₄-T₀-T₁</td>
<td>T₁-T₂</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 2. Codeword for the track orders.

The optimal pulse positions are determined using an iterative depth-first tree search strategy. In this approach the 8 pulses are grouped into 4 pairs of pulses. The pulse positions are determined sequentially one pair at a time. In the first iteration, the single-pulse tracks are T₁ and T₂. The search process shall be repeated for other 3 iterations, by assigning the single-pulse tracks to T₁-T₀, T₂-T₁, and T₁-T₂ respectively. The codeword used to represent the various chosen tracks are given in Table 2.

The algebraic codebook is searched on a subframe basis for the best code vector \( \mathbf{c}_k \) and gain \( g \) to minimize the weighted mean-squared error between the original and synthetic speech given as

\[
MSE_{TCA} = \left\| \mathbf{x}_0 - g \mathbf{H} \mathbf{c}_k \right\|_2^2. \tag{1}
\]

where \( \mathbf{x}_0 \) is the perceptual domain target signal consisting of the weighted speech after subtracting the zero-input response of the weighted synthesis filter and adaptive codebook contribution. The matrix \( \mathbf{H} \) is defined as the lower triangular Toeplitz convolutional matrix with diagonal elements \( h(0), h(1), \ldots, h(54) \), which denote the impulse response of the weighted synthesis filter.

It can be shown that the optimum codeword is the one maximizing

\[
T_k = C_k \frac{(d^T c_k)^2}{E_x} e_k^T \Phi c_k,
\]

where \( d = H^T x_h \) is the cross-correlation between the perceptual domain target signal and the impulse response, and \( \Phi = H^T H \) is the correlation matrix of the impulse response of perceptually weighted synthesis filter.

In order to determine the optimal algebraic codebook vector, \( T_k \) should be computed for all possible combinations of pulse positions and signs. In EVRC, this search procedure is simplified by using two schemes for searching the pulse signs and positions. One is to preset the pulse signs before searching pulse positions and the other is to use efficient pulse position search method using the preset pulse signs. Firstly, the pulse signs are preset by considering the sign of an appropriate reference signal. The reference signal, \( e(i) \), is computed using an weighted sum of the residual domain target vector \( x(i) \) and the backward filtered signal \( d(i) \):

\[
e(i) = \frac{\sum_{n=0}^{L-1} d^2(n)}{\sum_{n=0}^{L-1} x^2(n)} x(i) + 2d(i); \quad 0 \leq i \leq L-1, \tag{3}
\]

Also, the optimal pulse positions are determined using an iterative depth-first tree search strategy. In this approach, the 8 pulses are grouped into 4 pairs of pulses. The pulse positions are determined sequentially one pair at a time.

3. Fast Implementation Algorithms in the FCB Search

In CELP type speech coder, the heaviest computational load is generated by the FCB search routine. Thus, fast algorithms should concern the FCB search routine. In this section, we develop fast algorithms by simplify the FCB search. Another goal of the fast algorithms is that it should maintain the quality of the reconstructed speech. For these goals, two efficient schemes are suggested: (1) limiting the number of possible combination of pulse positions, and (2) using a reduced-tap FIR filter instead of the impulse response of the weighted synthesis filter.

3.1 Reduction of Pulse Position Combination

In EVRC encoder, an iterative depth-first tree search is used. In order to determine 8 non-zero pulses in the Rate 1 codebook, the search process is repeated for 4 iteration by assigning the two single-pulse tracks to corresponding pairs among 4 combinations, shown as Table 2. Thus, only 1056(=4×4×(6×11)) possible pulse position combinations are tested in the worst case out of 1936(=4×4×(11×11)) position combinations, using the magnitude information of the reference signal which is used to preset the pulse signs in Eq. (3).

By reducing the number of pulse position combination, the FCB search can be greatly simplified. In this study, we reduced 4 combinations of single-pulse track and double-pulse track or restricting the pulse positions. Table 3 shows the comparison of possible pulse position and SNRs of the original method and proposed methods. In the table, ‘M 1-1’
gets rid of 25% possible pulse positions by using 3 combinations of single-pulse tracks and double-pulse tracks out of 4 combinations. ‘M 1-2’ and ‘M 1-3’ reduce the number of the possible pulse position combination by strictly restricting the pulse position using the magnitude information of reference signal. Instead of the reference signal $e(i)$, we used the backward filtered signal $d(i)$ used in G.729 FCB search [7]. ‘M 1-3’ saves about 50% of complexity of the original method. This method, however, brings a slight degradation of performance. The SNR was degraded by 0.13dB.

<table>
<thead>
<tr>
<th>FCB Search Method 1</th>
<th>Possible Position Combination</th>
<th>SNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>4x4x(6x11)</td>
<td>1056</td>
</tr>
<tr>
<td>M 1-1</td>
<td>3x4x(6x11)</td>
<td>792</td>
</tr>
<tr>
<td>M 1-2</td>
<td>4x2x{(5x11) + (5x5)}</td>
<td>640</td>
</tr>
<tr>
<td>M 1-3</td>
<td>4x4x(3x11)</td>
<td>528</td>
</tr>
</tbody>
</table>

Table 3: Comparison of pulse position and performance for Method 1.

3.2 Extremely Truncated FIR Synthesis Filter

The FCB search target vector, $x_n(n)$, is generalized in the perceptual domain as

$$x_n(n) = \hat{x}_n(n) - g_y \lambda(n), \quad 0 \leq i \leq L - 1,$$

(4)

where $\hat{x}_n(n)$ and $\lambda(n)$ are weighted modified speech signal and the filtered adaptive codebook (ACB) excitation respectively.

The target signal for codebook search is generated by filtering the modified residual signal through the perceptual weighted IIR synthesis filter in Eq. (5).

$$H_n(z) = \frac{W(z)}{\tilde{F}_s(z)} = \frac{1}{\tilde{F}_s(z)} \left( \tilde{F}_s(z) / (z/\gamma_3) \right) = \frac{1}{\tilde{F}_s(z) / (z/\gamma_3)},$$

(5)

where the value of $\gamma_3$ is fixed to 0.85. This weighted synthesis filter can reduce the length of the impulse response, and, thus, can reduce the operations for computing the target signal and for updating the filter states. However, it has been reported that the simplification of the weighting filter may result in quality degradation in cases of input signals with flat response [8].

Figure 1 shows the impulse responses of two perceptual synthesis filters given in Eqs. (5) and (6). Since the impulse response shown in Figure 1 (a) has a long tail, severe distortion may result from the tap truncation. Note that the impulse response of Figure 1 (b) has a shorter tail in comparison with that of Figure 1 (a). Though the 20-tap impulse response is used in codebook search, subjective quality of reconstructed speech is not degraded. However, more tap truncation results in quality degradation in this case.

In order to use shorter tap without any degradation of quality, the FIR synthesis filter shall be used to generate the tar-
get signal for FCB search instead of IIR synthesis filter [9]. In this case a few tap of FIR synthesis filter in both codebook search and target signal generation may minimize the quality degradation. When the number of taps is larger than zero and less than the subframe length, the shorter filter taps cause a stronger perceptual weighting [9]. When taps of impulse response is reduced, objective performance in SNR is degraded but subject quality is not degraded. The objective performance degradation of proposed methods results from strong weighting in quantization of excitation signal.

4. FAST EVRC ENCODER AND SUBJECTIVE EVALUATION

We applied the fast algorithms described in Section 3 to EVRC encoder and evaluated the subjective performance of the developed methods. Evaluation was performed with fast algorithms searching pulse positions for half of the pulse position combination (‘M 1-3’) was used and a 7-tap truncated FIR synthesis filter was applied to the codebook search. We implemented fast algorithms using a fixed-point Oak DSP. Table 3 compares the computational complexity of original method and the developed method. The computational saving with the fast FCB search method was significant. In comparison to the original routine, the fast FCB search method was implemented with only 24.3% of DSP cycles. In consequence, it was possible to save 4.43 DSP MIPS in total.

<table>
<thead>
<tr>
<th>Encoding algorithm</th>
<th>Computational complexity (cycles/MIPS)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVRC</td>
<td>364,936 / 18.25</td>
<td>100.0 %</td>
</tr>
<tr>
<td>Fast algorithms</td>
<td>276,300 / 13.82</td>
<td>75.7 %</td>
</tr>
</tbody>
</table>

Table 4: Comparison of computational complexity in FCB search.

The subjective listening tests were performed via a Preference test. Four Korean sentences of two female and two male were used for the evaluation. 20 subjects were participated in the tests. Table 5 summarizes the results. Results in Table 5 confirm that the difference of subjective quality between the original EVRC and the fast EVRC was not noticeable in spite of small degradation of SNR.

<table>
<thead>
<tr>
<th>Preferences</th>
<th>Percentages</th>
</tr>
</thead>
<tbody>
<tr>
<td>preference A</td>
<td>25 %</td>
</tr>
<tr>
<td>preference B</td>
<td>20 %</td>
</tr>
<tr>
<td>No preference</td>
<td>55 %</td>
</tr>
</tbody>
</table>

Table 5: Subjective test results. (A: original EVRC, B: Fast EVRC)

5. CONCLUSION

In this paper, we presented a fast implementation algorithm for EVRC. In order to simplify the fixed codebook search which is one of the most computationally intensive routines in EVRC, efficient search schemes were developed. The developed method searches codebook pulses for half of the pulse position combinations of the original EVRC, and uses 7-tap truncated FIR synthesis filter for the codebook search. Using the developed methods, computational load for the fixed codebook search was reduced to 24.3 % of the original method in EVRC. Informal subjective tests confirmed that the difference of the synthesized speech quality between the original EVRC and the proposed method was not noticeable.
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