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ABSTRACT

Large inter-speaker variability of speech is one of the major sources which degrade the performance of state-of-the-art speech recognition systems. During the recent years, several methods, including gender-dependent acoustic modelling and vocal tract length normalisation, have been developed to reduce this variability. In this paper, we first investigate these two methods individually and propose how they should be implemented in real-world speech recognition systems. Secondly, we show that by combining these two techniques, it is possible to further reduce the error rate in a connected digit recognition task under a realistic car noise environment. Experimental results justify the use of the combined approach. A 44.1% decrease in string error rate was observed when the performance of the joint system was compared to the gender-independent baseline system. The results were also better than that obtained when using these techniques individually.

1. INTRODUCTION

Large inter-speaker variability is one of the most fundamental problems in speaker-independent speech recognition which restricts both the performance and utilisation of practical Automatic Speech Recognition (ASR) systems. While an acceptable recognition accuracy can usually be obtained with the majority of speakers, there are always a significant proportion of so called outlier speakers for whom the recognition rate obtained does not meet the performance objectives.

Inter-speaker variability includes physiological differences across various speakers, e.g. the variation of the vocal tract length and shape, as well as various speaking habits and pronunciation differences, e.g. different dialects and the linguistic variations of non-native speakers. Since the state-of-the-art speaker-independent speech recognition technology relies heavily on the power of the statistics, small pronunciation deviations cannot appropriately be considered in the acoustic models, e.g. continuous density HMMs, whose parameters have been averaged over speakers in the training set. This inappropriate modelling results in recognition performance degradation.

Various kinds of HMM adaptation techniques (e.g. [10]) have been developed over the years to reduce inter-speaker variability [3][10]. While these methods try to alter the parameters of the acoustic models, speaker normalisation methods modify only the observations i.e. feature vectors that are presented to the recognition unit. The simplest form of speaker normalisation is cepstral mean normalisation, where the long-term cepstral mean estimate is subtracted from computed cepstral parameters. An alternative speaker normalisation technique called Vocal Tract Length Normalisation (VTLN) [1][8] has recently produced promising results. VTLN techniques aim at modifying the frequency scale so that vocal tract length differences between various speakers are compensated.

Knowing that the recognition error rates for males and females are different, another straightforward method for reducing the inter-speaker variability is to utilise gender specific acoustic models. Gender-dependent HMMs have shown to help in reducing the speaker variability [14]. Gender-specific acoustic modelling can be regarded as a speaker clustering technique where speakers with similar speaking characteristics are pooled together, and separate models sets are generated for each speaker cluster. A definite advantage of gender-dependent modelling to other speaker clustering techniques is the fact that the speaker allocation into two clusters is pre-defined. In this section, we propose to combine VTLN and gender-dependent modelling techniques to be combined for maximising the acoustic modelling accuracy.

The remainder of this paper is organised as follows. The basic outline of the approaches used for vocal tract length normalisation and gender dependent modelling in this paper are given in the next two sections. The details of the experiments are given in the next section. The final section presents a summary of the paper.

2. GENDER DEPENDENT MODELLING

It is widely known that there is a great deal of variation between male and female speech. This can be observed for example in recognition tests as the error rates for males and females are typically very different from each other, see e.g. [6]. A straightforward and widely used idea is to build up a separate set of acoustic models for both genders. Gender-dependent acoustic modelling can also be regarded as a speaker clustering technique, even though the speaker allocation is predefined. Due to many problems related to more analytical and complex clustering techniques, e.g. the availability of the training data for several clusters, gender-dependent modelling is often a very viable option for speaker clustering and model training.

There are two alternatives how gender-dependent modelling can be realised in practice. If the speaker's sex is known, or it can somehow be detected, one can easily select an appropriate set of acoustic models to be active during recognition. Alternatively, it is possible to keep both male and female model sets active and let the recogniser decide which models are used in decoding. As shown in Section 4, this automatic approach can produce a lower error rate. This is due to the fact that the distinction between male and female voices is not as straightforward as gender detection, i.e. female speech is not always best characterised by female models. By letting the recogniser to
select the models among male and female models, one is capable of choosing the HMM according to the Maximum Likelihood (ML) criterion. An obvious disadvantage of the recogniser-driven selection approach is related to the increased implementation costs. Both memory consumption and computational complexity will be doubled in this case. This is likely to limit the use of gender-dependent modelling techniques in applications which have sparse memory and processing power resources.

Even though gender-dependent acoustic modelling is easy to implement, provided there is sufficient amount of free resources available, and it reduces error rate, there is still plenty of room for performance improvements. Therefore, gender-dependent modelling needs to be combined with some other compensation techniques for achieving the best possible recognition performance. Viable methods to be combined with gender-dependent acoustic modelling are for example HMM adaptation techniques or vocal tract length normalisation as shown in this paper.

### 3. VOCAL TRACT LENGTH NORMALISATION

As mentioned previously, VTLN attempts to normalise the speech signal to an average vocal tract length, so that the parameterised speech signal is independent of inter-speaker differences. The basic VTLN algorithm used in this paper is based on [8,10]. Vocal tract length normalisation is realised by introducing an additional warping factor $\alpha$ to the mel-scale definition as follows

$$f_{\text{mel}} = 2595 \cdot \log_{10}(1 + \frac{f}{700}) + \alpha \cdot \log_{10}(1 + \frac{f}{700})$$

The normalisation task is then to find an optimal value of $\alpha$ for each speaker and input utterance over a set of pre-defined $\alpha$ values. In [10], it was proposed to select the warping factor which provided the highest likelihood for the given input utterance

$$\hat{\alpha} = \arg \max_{\alpha} P(X|\alpha, \theta, W)$$

The possible values of $\alpha$ varied between 0.88 and 1.12 corresponding to a 25% variation in the vocal tract length or formant location.

VTLN can be applied either during both the training and recognition phases, or during the training or recognition phases only. The disadvantage of applying VTLN during the recognition phase is an increase in the computational complexity associated with the search for an optimal warping factor for each speaker and/or utterance. However, the reduction of inter-speaker variability during the training phase alone does not necessarily guarantee any increase in the recognition performance as observed previously [e.g. 5]. The advantage of applying speaker normalisation techniques, such as VTLN or speaker adaptive training [1], during training phase is a faster adaptation speed in speaker adaptation as compared to the use of uncompensated models. It is thus necessary to apply compensation during the recognition phase to increase the recognition performance of a target speaker. However, this leads to an increase in the computational complexity.

A high run-time computational complexity is a clear problem in VTLN as one needs to process the input utterance multiple times with the different values of $\alpha$. This restricts the utilisation of VTLN in real-world speech recognition. We recently proposed a speaker-specific VTLN technique [5] where a single warping factor value was searched for a target speaker. This arrangement enabled a huge reduction in the run-time complexity since the warping factor for each speaker was computed off-line from a small number of utterances spoken by a target speaker. These utterances were noise-free in order to avoid a warping factor estimate, which is affected by the effects of background noise and other disturbances. After the optimal warping factor has been found based on these front-end “adaptation” utterances, the warping value was then fixed and used for recognising all the utterances spoken by the speaker.

This speaker-specific VTLN was not found to degrade the performance when compared to utterance-specific warping factor search. Our assumption was that one does not necessarily need to search a separate warping factor for each input utterance since the vocal tract shape and length are static speaker-specific characteristics that vary very little utterance by utterance. No degradation in performance is observed if the speaker-specific warping factor is robust and it has been estimated over many enough utterances.

In this paper, we realised the speaker-specific VTLN approach as a system controlled enrolment session during which the system learns the speaker's pronunciation characteristics and modifies the feature vector stage accordingly.

### 4. EXPERIMENTAL EVALUATION

The experimental evaluation of the above methods was carried out for a speaker-independent connected digit recognition experiment based on whole-word HMMs.

#### 4.1 Experimental Details

A separate Finnish language connected digit database was used for HMM training. The following four sets of speaker-independent digit HMMs were created from the training database:

- Gender-independent models
- Gender-independent, vocal tract length normalised models
- Gender-dependent models
- Gender-dependent, vocal tract length normalised models

The training set consisted of utterances spoken by 375 speakers in a variable car noise environment. For multi-environment type of speaker-independent training, all utterances were pooled together and a set of state duration constrained digit HMMs [8] (2 Gaussian mixtures per state) were estimated according to the ML criterion. The number of male and female speakers, the number of digits, and the transitions between the digits were balanced in the training database.

The testing database used in digit recognition evaluations was a Finnish connected digit database recorded in a car environment. This database consisted of 9 speakers (4 males and 5 females) with each speaker speaking at least 1,000 utterances. Recordings
were carried out during four recording days over a time-span of one month. Each recording session took approximately one hour during which a test speaker spoke connected digit triples in continuously changing noise conditions depending on the speed of the car, road, and traffic conditions. In the off-line recognition experiments, the order of the test utterances was further randomised so that consecutive utterances were not necessarily spoken in similar noise conditions. This arrangement enabled us to simulate a real-life usage pattern. In addition to these test utterances, each speaker also uttered 30 connected digit triples in a noise-free car environment. These utterances were used in the VTLN experiments to find the best speaker-specific warping factor for each test speaker.

A feature vector set consisting of 39 coefficients, 12 Mel Frequency Cepstral Coefficients (MFCC), log-energy, and their first and second-order time derivatives, was used for all the experiments in this paper. These feature vectors were further normalised to have similar parameter statistics in all noise conditions as described in [13]. Table 1 summarises the results achieved with this baseline system in connected digit recognition. The baseline system did not include any compensation schemes.

<table>
<thead>
<tr>
<th>Digit String Recognition Accuracy [%]</th>
<th>Male</th>
<th>Female</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>88.41</td>
<td>71.06</td>
<td>77.51</td>
</tr>
</tbody>
</table>

Table 1. Recognition rates obtained with the baseline system.

4.2 Gender-Dependent Experiments

Experiments were next carried out to determine the best approach to realise gender-dependent model selection for maximising the recognition performance. The previously described two approaches were experimentally compared. The gender detection was assumed to be optimal in these tests, so that the correct model set was always applied to the correct sex. Table 2 shows the results of the experiments.

<table>
<thead>
<tr>
<th>Method</th>
<th>Digit String Recognition Accuracy [%]</th>
<th>Male</th>
<th>Female</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td>88.41</td>
<td>71.06</td>
<td>77.51</td>
</tr>
<tr>
<td>Gender selection</td>
<td></td>
<td>82.30</td>
<td>71.24</td>
<td>75.33</td>
</tr>
<tr>
<td>Recogniser selection</td>
<td></td>
<td>91.68</td>
<td>75.47</td>
<td>80.99</td>
</tr>
</tbody>
</table>

Table 2. A comparison of two different gender-dependent acoustic modelling approaches.

It is seen from Table 2 that the use of separate gender specific models for different genders performed worse than even the baseline results. As explained earlier, this could be due to the fact that the gender specific models may not always characterise the speech of the particular gender properly. The use of both the gender-specific models together for recognition produced the best performance, with a 15.5% decrease in the string error rate over the gender-independent baseline results.

4.3 Gender-Independent VTLN Experiments

The results of applying VTLN to gender-independent (GI) models are given in Table 3. The result of applying VTLN during testing separately is given in the second row. The final row presents the results when VTLN was applied during both training and testing.

As shown in Table 3, there is an improvement in the recognition accuracy (error rate decrease of more than 7%) over the baseline when VTLN was applied during testing alone. If speaker normalisation was applied during both training and testing (utterance-wise warping), over 21% string error rate decrease was obtained. The recognition rates are also presented separately for males and females. The tests produced relatively higher increase in recognition accuracy for females than for males, when VTLN is used both for training and testing.

<table>
<thead>
<tr>
<th>VTLN Train</th>
<th>VTLN Test</th>
<th>Digit String Recognition Accuracy (%)</th>
<th>Error Rate Reduction (ERR %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Female</td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>88.41 71.06 77.51</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>90.18 72.56 79.14</td>
<td>7.25</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>89.68 77.91 82.29</td>
<td>21.25</td>
</tr>
</tbody>
</table>

Table 3. Recognition results on applying speaker-specific VTLN with gender-independent HMMs.

4.3 Gender-Dependent VTLN Experiments

The results of the VTLN experiments using the gender-dependent (GD) models are summarised in Table 4. Gender-dependent acoustic modelling appeared to be an efficient method to cope with speaker variability because it resulted in a 15.5% digit string error rate reduction compared with the baseline system.

The results in Table 4 also show that the use of VTLN on top of gender-dependent HMMs further improved the recognition accuracy. The addition of speaker-specific VTLN during the training and recognition phases produced a significant improvement of approximately 34% decrease in the digit string error rate compared to the case when VTLN was performed on the gender-dependent models. This could mean that the effect of using gender-dependent models and vocal tract length normalisation are essentially additive. As shown in the table, there was a 44.1% decrease in string error rate with the combined approach compared to the use of gender-independent models. It was also noticed that the use of VTLN during training and the recognition phase produced higher recognition accuracy than its use only during testing, similar to the results obtained with gender-independent models.

<table>
<thead>
<tr>
<th>VTLN Train</th>
<th>VTLN Test</th>
<th>Digit String Recognition Accuracy (%)</th>
<th>ERR(%) w.r.t GI Baseline</th>
<th>ERR(%) w.r.t GD Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Female</td>
<td>Average</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>91.68 75.47 80.99</td>
<td>15.47</td>
<td>-</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>95.10 76.37 83.33</td>
<td>25.88</td>
<td>12.31</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>96.55 82.04 84.78</td>
<td>44.11</td>
<td>33.88</td>
</tr>
</tbody>
</table>

Table 4. Recognition results on applying speaker-specific VTLN with gender-dependent HMMs.

4. CONCLUSIONS

This paper examined the use of two different speaker variability reduction techniques - gender dependent modelling and vocal
tract length normalisation, for maximising the recognition performance in a connected digit recognition task under a car noise environment. The use of gender-specific models alone produced a 15.5% decrease in the string error rate for a Finnish connected digit recognition task when compared to the use of gender independent models. We also showed that the combined use of both sets of gender-specific models produced better performance than the use of separate sets of gender-specific models depending on the gender of each speaker. The combination of previously proposed speaker-specific Vocal Tract Length Normalisation (VTLN) and gender-dependent modelling produced a further improvement in performance with a 44.1% decrease in the string error rate, indicating that the effect of using VTLN and gender dependent modelling could be essentially additive. These results were also better than that obtained for speaker specific VTLN with the use of gender-independent models.
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