AUTOMATIC GENERATION OF PHONETIC TRANSCRIPTIONS FOR LARGE SPEECH CORPORA
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ABSTRACT

We describe a method for the automatic production of phonetic transcriptions in large speech corpora. First, we focus on the application of different techniques for the generation of pronunciation variants. Then, we explain the application of a speech recognition system for selecting the acoustically best matching phonetic transcription. The system is evaluated on different test sets selected from the Spoken Dutch Corpus, ranging from read-aloud text to spontaneous speech, and achieves promising first results.

1. INTRODUCTION

In recent years a growing number of speech corpora has been developed for different languages. Work on English has revealed that these large corpora provide an indispensable information source for phonetic research [1], especially with respect to spontaneous speech phenomena, which rarely match text book knowledge. Yet, the manual phonetic annotation of corpora is a time-consuming, expensive and often tedious enterprise. As a result, manual annotation is mostly provided for only a small part of the corpus. This situation calls for automatic tools which provide annotations accurate enough to be used in large-scale phonetic research.

This paper describes the application of state-of-the-art automatic speech recognition (ASR) tools to the generation of phonetic transcriptions for Dutch. Initially, a full network of alternative phonetic transcriptions is generated for each sentence, based on orthographic information. This process draws on different techniques, from lexicon lookup to advanced grapheme-to-phoneme (g2p) conversion. Then, all phonetic alternatives are acoustically scored by a Viterbi pass through the speech recognizer and the most probable one is retained.

Our automatic phonetic transcriptions meet a double purpose. First, together with the speech signal they serve as input to an automatic speech segmentation algorithm. In the project Spoken Dutch Corpus an automatic word segmentation is provided for the complete database (10M words) [2]. At the same time, a manual phonetic transcription will be provided for a selection of only 1M words. This means that the automatic segmentation requires an automatic phonetic transcription procedure. Second, the inclusion of an automatic phonetic transcription for the complete corpus is considered within the Spoken Dutch Corpus project.
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Table 1. The different markers used in the orthography of the Spoken Dutch Corpus.

<table>
<thead>
<tr>
<th>Marker</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>v</td>
<td>foreign words, without further indication of the language</td>
</tr>
<tr>
<td>t</td>
<td>interjections (e.g. 'hum', 'pff', or 'aha')</td>
</tr>
<tr>
<td>a</td>
<td>incomplete words, also with incomplete orthography</td>
</tr>
<tr>
<td>x</td>
<td>ill-understood words (e.g. words deduced more from the context than from the acoustics)</td>
</tr>
<tr>
<td>u</td>
<td>onomatopoeia (e.g. 'ring-ring') and mispronunciations</td>
</tr>
<tr>
<td>z</td>
<td>Dutch words pronounced with a strong regional accent</td>
</tr>
<tr>
<td>s</td>
<td>dialectal words</td>
</tr>
<tr>
<td>xxx</td>
<td>non-understood word(s)</td>
</tr>
<tr>
<td>ggg</td>
<td>well-audible or functional speaker sounds (e.g. coughing, laughing or screaming)</td>
</tr>
</tbody>
</table>

2. AUTOMATIC PHONETIC TRANSCRIPTION OF CORPORA

2.1. Orthographic Input

The orthographic annotations in the Spoken Dutch Corpus are enriched with various markers providing specific pronunciation information. Table 1 shows the set of markers and their meaning. Next to these codes, the presence of capitals and digits provides further information on the function of the word and its possible pronunciations. Abbreviations are written in all capitals with no dots in between, while numbers that are part of abbreviations (e.g. BBC1) are transcribed with digits. Capitals are also used to mark proper nouns (e.g. ‘New York’) or titles of books, movies, songs and so on (e.g. ‘The+sv Deer+sv Hunter+sv’). Note that foreign proper nouns are not marked with a +v, whereas titles are. Sentences end with a punctuation mark, but do not start with a capital.
2.2. Deriving Pronunciation Variants

Based on the orthographic input, all plausible pronunciations of the sentences must be automatically generated and the acoustically best matching phonetic sequence must be selected. To obtain plausible pronunciations for the words, the following techniques and resources were used:

Lexicon lookup: Fonilex [4] (200K entries) provides multiple phonetic transcriptions for all frequent standard Dutch words. For the foreign words we draw on Comlex (English), Calex (German) and Brulex (French). If a foreign word is part of more than one of these lexica, the different phonetic realizations are put in parallel since the orthography does not specify which foreign language is used. The same holds for capitalized words (e.g. ‘Hamburg’, which may either be pronounced in a Dutch, German or English fashion). Furthermore, specific lexica were made for missing proper nouns (currently 6000 entries), interjections, frequently used dialect words and items not covered in one of the other lexica.

Compounding, derivation and inflection: As Dutch is a morphologically productive language, lexica in itself are insufficient to cover all possible word forms: lexica are confined to the simple words (non-compounds) and the most frequent compounds and derivations. The pronunciation of all other Dutch words is found by decomposing the word into its basic constituents, concatenating the pronunciation of these constituents and applying a set of assimilation rules. The decomposition starts with the simplest rule (a two-word compound) and activates more complicated rules (up to a three-word compound with inflection) until at least one decomposition is found. In our approach all decompositions possible based on pure orthographic constraints are pursued, i.e. no syntactical constraints are imposed. So some degree of overgeneration is introduced (e.g. ‘varkensteelt’ → ‘varkens’ + ‘teelt’ / ‘varken’ + ‘steel’). This overgeneration however rarely resulted in new pronunciation variants and even showed to be useful for handling Dutch proper nouns and mispronunciations.

Abbreviations and digits: At the moment, abbreviations are phonetically transcribed as the concatenation of the constituent letter word transcriptions. Exceptions (e.g. NATO) are currently added to one of the specific lexica, but will be processed in a more intelligent way in the future. The pronunciation of numbers inside the abbreviations is solved with a rule-based system.

Broken-off words: Broken-off words are searched in a grapheme-phoneme aligned version of the Fonilex database and the pronunciations for all matching entries are put in parallel.

Strong regional accents: Starting from the standard Dutch pronunciations, a set of context-dependent rewrite rules are applied in order to generate a large number of plausible dialectal pronunciation variants (cf. infra: assimilation).

Grapheme-to-phoneme system: A grapheme-to-phoneme (g2p) system was developed as a fall-back. The g2p system is based on the Induction Decision Tree (ID3) mechanism [5] and trained on the Fonilex database. More information on the configuration of the g2p system will be given in section 4.2.

Assimilation: The aforementioned resources provide phonetic transcriptions for all words in the corpus, in the case of Fonilex this is an abstract phonetic transcription which reflects multiple plausible transcriptions. In continuous speech however, phonemes at word ends have an influence on each other. These cross-word phenomena (assimilation, degemination, inserted linking phonemes, etc.) are handled by a set of rewrite rules of the form: phoneme sequence $c$ (possibly empty) in the context $l \cdot c \cdot r$ is or can also be pronounced as $c'$. These rules are internally applied to the complete sentence by our speech recognition system [6], resulting in a compact pronunciation network. The set of rules used are a subset of the rules defined in the Fonilex database (most word-internal assimilation rules also operate across word boundaries), extended with rules found in other resources [7].

As to the application frequency of the above resources: in the case of the Spoken Dutch Corpus, at least for the Flemish data released up till now (1.8 million words), 17% of the words in the word list (70562 entries) are new compounds and inflections derived from the Fonilex lexicon. The remaining words not covered by Fonilex account for another 17%, distributed as follows: proper nouns (8.2%), foreign words (2.8%), incomplete words (2.3%), new words, dialect words, onomatopoeia and mispronunciations (2.3%), and abbreviations (1.3%).

2.3. Selecting the Best Matching Pronunciation

Once a pronunciation network is generated for every sentence, the transcription matching best with the speech signal must be selected automatically. All phonetic alternatives are acoustically scored (maximum likelihood) in a single pass (Viterbi alignment) through our speech recognition system using context-independent or context-dependent (within- and cross-word) phoneme models and the most probable one is retained. More details on the recognition system and how it handles pronunciation networks can be found in [6]. Details on the acoustic models will be given in section 4.3.

3. THE MANUAL REFERENCE TRANSCRIPTION

The automatic phonetic transcriptions were evaluated on a comparison with a single manual reference transcription. This section describes how the manual transcription was produced in the Spoken Dutch Corpus project. The general aim was to obtain a broad representation of the speech signal using a (slightly adapted) SAMPA notation [8]. A two-step procedure was developed: (1) a broad phonetic transcription was automatically derived from the orthographic transcription, and (2) this transcription was manually verified and corrected using the speech signal.

3.1. Automatic Transcription

The selected orthographically transcribed material was automatically transcribed phonetically. For this purpose a classifier was trained using the Fonilex database. The classifier incorporates the k-nn algorithm with information gain ratio feature weighting as implemented in the TiMBL software package [9]. Detailed information concerning the phoneme classifier can be found in [10]. Cross-word phonological phenomena were not covered.

3.2. Manual Verification

For the actual verification process, the automatic transcriptions were used together with the speech signal. The aim was to verify and to correct the transcriptions if necessary. The manual verification of the transcribed speech was organized in two steps: in a first phase the transcriptions were verified by a research assistant (RA) and in a second phase they were checked again by a project collaborator supervising the complete transcription cycle.

The RAs were recruited among linguistics students enrolled in a phonetics class, and hence had a training in narrow phonetic
transcription. They took part in a one hour instruction session during which the transcription manual was scrutinized and the transcription tool (viz. Praat) was demonstrated. A short standardized transcription test was then administered in order to check the assistant’s proficiency.

Given this procedure in which every fragment is verified twice, a time investment of factor 26 is required, i.e. an hour of speech requires 26 hours verification time, distributed over 18 hours for the RAs and an additional 8 hours for the project coordinator. These figures vary according to the type of speech: the real-time factor (number of hours required for an hour of speech) ranges from factor 15 for formal lectures and speeches to factor 40 for spontaneous face-to-face dialogues and the like.

4. EXPERIMENTS

4.1. Test Sets

Experiments were performed on data taken from the Spoken Dutch Corpus. Three test sets were selected, representing different degrees of difficulty. Test set 1 accounts for the cleanest speech in the corpus, namely the read-aloud texts. We selected 50 speakers for this set, resulting in 1 hour and 37 minutes of speech (14176 words). Broadcast material (documentaries, news shows, ...) and public speeches belong to test set 2 (45 minutes, 7135 words) which includes 23 different speakers. The fragments in test set 2 are generally harder to process as the speaker’s style becomes more disfluent and background noise might be present. Finally, test set 3 consists of informal interviews, discussions and school lessons (2 hours and 53 minutes, 27878 words) partaken in by 11 different speakers. This test set poses the hardest problem for a system producing automatic transcriptions as it is riddled with dialectical pronunciations, incomplete words, overlapping speech, etc.

4.2. Grapheme-to-Phoneme Conversion

As mentioned earlier, an induction decision tree (ID3) system was used when extended lookup failed to map the grapheme sequence to a phoneme sequence. Each phoneme is predicted based on a vector of 10 variables: the grapheme under consideration, a context of four left and four right graphemes and the last decoded phoneme (feedback). Larger contexts did not improve the results any further. Phonetic transcriptions are generated from back to front so that the last decoded phoneme corresponds to the right neighbour which turned out to be most informative.

The alignment between graphemes and phonemes in the training database (Fonilex) is performed by means of dynamic programming which allows for an arbitrary number of deletions and up to two insertions in a row. The cost functions, i.e. probability functions for grapheme-phoneme correspondences and conditional insertion probability functions, were trained in a maximum likelihood fashion by looping through 10 iterations of alignment and re-estimation. To be able to cope with unseen events, the cost functions were smoothed (1) based on distance metrics between the phonemic classes for substitution and deletion phenomena, and (2) based on empirically derived phonemic compatibility metrics for insertion phenomena.

The first version of the g2p system, which used the individual letters in the words as graphemic units, obtained an error rate of 6.5% on the word level for a 10-fold cross-validation experiment on the Fonilex database. The second and final version of the system clusters typical letter sequences (see table 2) depending on the orthographic context in order to obtain smarter graphemic units. This lowers the error rate to 6.0%.

4.3. Constrained Phoneme Recognition

Different acoustic models were evaluated based on the accuracy of the produced phonetic transcriptions. The acoustic models were trained on 7 hours of read newspaper text taken from the CoGen database [11]. First, 3-state left-to-right context-independent (CI) phoneme models were created. The input features consist of 13 Mel-warped and mean-normalized cepstral coefficients with their first and second order time derivatives. The density functions for the 142 states (46 3-state phoneme models and 4 single-state models for noise, filled noise, speaker noise and garbage) are gaussian mixture models with 600 components on average. However, since most gaussians are shared between the different phoneme models [6], the total number of gaussians is limited to 10241. Next, context-dependent (CD) models were created based on these context-independent models using a decision tree approach. This results in models with 667 states and mixtures models with 115 components on average. The total number of gaussians is unchanged with respect to the context-independent models.

As a reference, the accuracy of both models was evaluated by means of an unconstrained phoneme recognition experiment, i.e. no information whatsoever concerning the orthography was used. The only additional information source used besides the acoustic models was a bigram phoneme transition model. The accuracy (sum of insertions, deletions and substitutions) obtained by both models is given in the top part of table 3. In total, 58026, 30163 and 99882 phonemes needed to be recognized for test set 1, 2 and 3 respectively. Next, both models were used to select from the pronunciation network the single phoneme sequence matching best with the speech signal (constrained phoneme recognition). The result of these experiments are given in the bottom part of table 3. Both experiments show a clear gradation as to the level of dif-

<table>
<thead>
<tr>
<th>model</th>
<th>test set 1</th>
<th>test set 2</th>
<th>test set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI</td>
<td>32.79%</td>
<td>40.62%</td>
<td>54.83%</td>
</tr>
<tr>
<td>CD</td>
<td>29.25%</td>
<td>36.96%</td>
<td>51.28%</td>
</tr>
</tbody>
</table>

Table 2. Combining letters into clusters improves the grapheme-to-phoneme converter. Note that the selection of the clusters is context-sensitive, so that for example ‘geuit’ is split as ‘g e ui t’ instead of ‘g e u i t’.

<table>
<thead>
<tr>
<th>model</th>
<th>test set 1</th>
<th>test set 2</th>
<th>test set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI</td>
<td>5.56%</td>
<td>6.54%</td>
<td>8.78%</td>
</tr>
<tr>
<td>CD</td>
<td>4.99%</td>
<td>6.15%</td>
<td>8.25%</td>
</tr>
</tbody>
</table>

Table 3. Results for unconstrained and constrained phoneme recognition.
difficulty of the three test sets. Note however that part of the degradation is not due to the increase in difficulty but due to increasing mismatch between training conditions (read speech) and test conditions (spontaneous speech). The results also show that context-dependent models are to be preferred. This is not as trivial as it may sound, since context-dependent models have the inherent ability to model co-articulation effects such as sound assimilation or insertions, and may thus no longer correspond uniquely to the specific phoneme they are supposed to model.

Table 4 gives an analysis of the most frequent insertion, deletion and substitution phenomena in test set 1. The other test sets show very similar patterns. A detailed study of the contexts in which these insertion and deletion phenomena occurred show that not every deviation was a mistake on the side of the automatic system. Humans tend to hear what they expect and only by scrutinizing the acoustic signal subtle phonetic phenomena can be observed. Moreover, the Spoken Dutch Corpus is a large corpus and the human transcribers must work at a considerable speed, so they tend to focus on the more frequent phenomena. We list some of the less common phenomena that were frequently overlooked by human transcribers but were detected by the automatic procedure:

- Homorganic glide insertions between vowels (‘die een’ /di:jın/).
- o-deletion of the first o in two consecutive syllables headed by a o, provided that the resulting consonant cluster is a plosive followed by a liquid [12] (‘lateré’ /latɛ/).
- n-deletion due to nasal assimilation (‘onmacht’ /ɔntɛkt/).

Other errors are due the acoustic models or missing assimilation rules. Some of the problems with the acoustic models are (1) the minimal duration constraint of the 3-state left-to-right models (30 ms), (2) the mismatch between the train and test conditions, and (3) the fact that the context-dependent models are somewhat contaminated since no assimilation effects were taken into account in the training process.

### 5. CONCLUSIONS

We described a method for the automatic generation of phonetic transcriptions in large speech corpora. The system first applies different techniques for the generation of all plausible pronunciation variants for a given orthographic transcription. Next, a speech recognition system is employed for selecting the acoustically best matching transcription. Evaluation of the errors made by this system shows that the automatic system was not always to blame: humans also make mistakes, e.g. due to tiredness and loss of concentration, phenomena which never trouble automatic systems. To limit the error count on behalf of the automatic system, the following actions can (and will) be taken: (1) retraining of the models as to eliminate the mismatch between train and test conditions and to obtain cleaner acoustic models by applying the assimilation rules during the training phase as well, (2) the introduction of 2-state or single state models for phonemes that tend to be pronounced very rapidly, and (3) the derivation of more assimilation rules based on what is observed in the Spoken Dutch Corpus. But even without these modifications, the results obtained by the automatic system are up to standard.
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