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ABSTRACT

A process for segmenting 2-speaker telephone conversations by speaker with no prior speaker models is described and evaluated. The process consists of an initial segmentation using acoustic change and pause detection, segment clustering, and iterative modeling of segment clusters and resegmentation. The technique has been evaluated on 6, approximately 3 min long, customer care conversations. The technique does not resolve short (< 2 secs) or overlapping segments very well, but is capable of detecting longer segments (> 4 secs) with miss rates of the order of 10% and confusion rates 2% or less.

1. INTRODUCTION

The segmentation of multispeaker audio data by speaker has received considerable attention in recent years [8, 9, 7, 4, 1, 2, 6]. Applications that have been considered include the following: indexing archived recorded broadcast news programs by speaker to facilitate browsing and retrieval of desired portions; tagging speaker specific portions of data to be used for adapting speech models in order to improve the quality of automatic speech recognition (ASR) transcriptions; tracking speaker specific segments in telephone conversations to aid in surveillance applications. The specific problem considered in this paper is the unsupervised segmentation by speaker of telephone conversations between two speakers. The solution to the problem provides a set of segments for each speaker. The intended application is aiding in locating and selecting speech data for use in training an ASR system for a natural speech automatic call classification system. The calls are from customers who are making some sort of customer care request for information or service. In order to train the automated system it is necessary to find the customer segment or segments in training conversations in which the request is stated in order to label such segments and add the data to the training database. Such segments are usually the longest segments spoken by the customer and typically occur early in the conversation.

An iterative approach to speaker segmentation is proposed here in which acoustic change detection and segment clustering initializes the process in a way similar to processes described in earlier studies [4, 6]. Following this, a Gaussian Mixture Model (GMM) is constructed for the pooled data associated with each segment cluster. The input sample is compared with each such model to output a detection score as a function of time which is used to obtain a new segmentation estimate. This process is iterated until stable segmentations are obtained. The motivation for adopting this iterative approach is that the initial segmentation we obtain is generally incomplete and imprecise. This is attributable to the short duration of a large number of the speaker segments in telephone conversations. In order to resolve short segments, the data window used to detect acoustic changes and mark the segments must also be short to avoid including more than one speaker change in the window. However, the generalized likelihood ratio (GLR) computation [9, 1] which we use for acoustic change detection becomes variable and unstable for short duration windows. To compensate for this instability, our initial segmentations are generally underestimates. The iterative process following the initial segmentation and clustering is expected to help refine and fill out the segmentations.

2. SEGMENTATION PROCESS

An overall block diagram of the segmentation process is shown in Fig. 1. The speech sample is input to the front end processing described below. This is followed by the unsupervised segmentation and modeling process. It is assumed that the speech sample consists of a conversation between two speakers. The output of this stage is two distinct segmentations corresponding to two speakers. Finally, in a postprocessing step, the two segmentations are combined into an overall optimum segmentation according to a maximum likelihood criterion. Any residual overlap between the two component segmentations is eliminated by this postprocessing.

2.1. Front end processing

Each input sample is digitized at an 8 kHz rate. Twelfth-order cepstral coefficients are calculated every 10 ms (80 samples) over 20 ms (160 sample) windows by applying a discrete cosine transform (DCT) to the sample data in the window. Real-time energy normalization is applied with a 300 ms look ahead window. The cepstral coefficients are augmented by twelfth-order delta-delta-cepstral coefficients plus energy, delta-energy, and delta-delta-energy coefficients. Frames with energy falling below a specified level below peak energy are eliminated.

2.2. Initial Segmentation

An overall block diagram of the segmentation and modeling process is shown in Fig. 2. Following the front-end analysis, the processing continues with an initial segmentation and clustering of segments (Block 1). The Generalized Likelihood Ratio (GLR) formulation is used to carry out this initial segmentation. Suppose there are 2 segments, $X_1$ and $X_2$ represented by feature vectors $X_1 = \{x_{11}, x_{12}, \ldots, x_{1N_1}\}$ and $X_2 = \{x_{21}, x_{22}, \ldots, x_{2N_2}\}$,
in this study each segment containing speech generated by one speaker. Let the null hypothesis $H_0$ be that the speakers in the 2 segments are the same, and the alternative hypothesis, $H_1$, be that they are different. Let $L(X_1; \lambda_1)$ and $L(X_2; \lambda_2)$ be the likelihoods of $X_1$ and $X_2$ where $\lambda_1$ and $\lambda_2$ represent model parameters which maximize the likelihoods. Similarly let $X = X_1 \cup X_2$ be the union of $X_1$ and $X_2$ and $L(X; \lambda_{1+2})$ be the maximum likelihood estimate for $X$. Then

$$LR = \frac{L(X; \lambda_{1+2})}{L(X_1; \lambda_1) L(X_2; \lambda_2)}$$

(1)

In this study $X_1$ and $X_2$ are adjacent equal-duration intervals in a window interval $X$ and the model parameters $\lambda_1$, $\lambda_2$, and $\lambda_{1+2}$ are GMM’s derived from a GMM representing the whole data sample by adapting the component weights in the respective intervals, holding the means and variances fixed. To determine the location of boundaries between speaker segments, the GLR function is calculated over successive overlapping windows throughout the data sample. When the window is contained within a speaker segment the value of LR should be close to 1. If the window interval $X$ is centered over a boundary between speaker segments then the LR function should exhibit a distinct dip. For the GLR to perform well the window should be long enough to obtain stable statistics yet short enough to avoid containing more than one speaker segment change. In this study, the conversations are likely to contain many short, one-word response segments. The window duration is shortened to 1.6 secs and the window is shifted every 0.2 secs to resolve many such segments, but this duration generates a significant amount of variability in the GLR function as a function of time due to the variation in window content. Dips in the GLR computation as a function of time are not generally discernible. Therefore, instead of estimating speaker segments by detecting GLR dips, we select regions in which the GLR functions remains above a specified threshold for at least some minimum duration. Such regions are likely to be associated with a single speaker (or channel) but generally do not comprise an entire speaker segment. Pauses are possible, but not reliable, indicators of speaker changes. Pause locations are combined with the segment estimates obtained from the GLR function primarily by not allowing a segment to overlap a significant pause.

A plot of the log of LR as a function of time for a fragment of a conversation sample is shown in Fig. 3a. Estimated segments are marked by dashed vertical lines. Each of these estimated segments contain speech from a single speaker, as hypothesized.

### 2.3. Clustering

The segments obtained by scanning the input sample with the windowed GLR function are input to an agglomerative hierarchical clustering algorithm [5] in order to associate groups of segments with different speakers. The clustering procedure is used to obtain an initial grouping of segments. Models are created for the pooled segments in each cluster and the input is rescanned with these models to resegment the data. The process continues iteratively with the ultimate goal in our 2-speaker application of providing two groups of segments, one for the customer and the other for the representative. It is not possible to attach an actual speaker label to each group unless some additional a priori information is provided. In our case, it is known that the first segment in the conversation is a greeting spoken by the representative. Thus all segments grouped with that first segment should be labeled as spoken by the representative.

The input to the clustering process is a table of pairwise distances between each segment and every other segment. Each segment is modeled by a low-order (typically 2- or 4-component) GMM and a symmetric distance measure is derived from the likelihood of each segment with respect to every other segment. The clustering algorithm starts with each segment in a group of its own. At each iteration it merges two groups to form a new group such that the merger produces the smallest increase in distance. The “compact” criterion is used for group distance in which the distance between two groups is defined as the largest distance between any two members of each group. The process continues until all segments are merged into one group and the output is a binary classification tree whose nodes indicate segment groupings and whose levels indicate the merging distances. The process concludes by selecting the most prominent clusters (Block 2). This is an empirical process which selects at least 2 non-intersecting clusters at the lowest merge levels such that the clusters contain at least a specified number of segments. Currently, this minimum is set at 1/3 the total number of segments. However, it can be adjusted downward to force at least two selected clusters. Ideally this process outputs 2 prominent clusters corresponding to the two speakers in the conversation. The case of more than two clusters is considered in Section 2.5.

### 2.4. Segmentation modeling and detection

The process continues with modeling and resegmentation (Block 3). The data in each cluster of segments selected by the clustering process is pooled and a GMM is constructed to represent it. The input sample is scanned to calculate a frame-by-frame likelihood ratio score for the cluster model compared with a background model representing the whole sample. Both models are typically 64-component GMMs. These scores are used to estimate a new segmentation in a previously described method [7]. In the experiments carried out here, the modeling/resegmentation process is it-
erated 3 times in order to obtain stable segmentations. Likelihood ratio detection scores for 2 segmentation models created after 3 iterations are shown in Fig. 3b and Fig. 3c. The estimated segments are shown by the dashed lines. It can be clearly seen that one model represents the representative while the other represents the customer.

2.5. Checking segmentation overlap

The final segmentations associated with each initial cluster are compared with each other to determine the amount of overlap between them (Block 4). If there are two segmentations and the overlap between them falls below a specified threshold, the process is considered successful and each segmentation is considered to be associated with one of the speakers in the conversation. If the segmentations overlap significantly, the process is considered to fail. This outcome implies that the segments in the initial segmentations were excessively contaminated by the presence of data from other speakers and that the iterative modeling and detection process could not overcome the original contamination. If there are more than two segmentations and there is no overlap among the segmentations, the process is also considered to fail. It could mean that there are more than the hypothesized two speakers in the conversation. If, however, one or more of the final segmentations overlaps with another, the overlapped segments are pooled and the modeling/detection process is restarted (Block 5). The outcome is then checked anew for overlapping segmentations and continues until two distinct segmentations are obtained.

2.6. Optimum Overall Segmentation

After two final segmentations are obtained, a postprocessor is invoked to combine them into an overall optimum segmentation (see Fig. 1). A segmentation lattice is created that allows segment changes to occur at any of the segment boundaries from both segmentations. The best path through this lattice, a sequence of non-overlapping segments, is obtained such that the overall segmentation likelihood is maximized.

3. EXPERIMENTAL EVALUATION

3.1. Database

The experimental database consists of 6-minute recordings of telephone conversations between AT&T long distance customers and customer care representatives. The calls are initiated by the customer to make some sort of billing or service inquiry. Typically, a recording contains 1 or 2 2 to 3 minute conversations. Each recording is truncated at 6 minutes even if a conversation is not completed. For the purposes of this study 6 recordings have been selected at random. The customer-representative conversation has been extracted from each recording and hand labeled.

A histogram of segment durations for the labeled segments pooled from all 6 conversations is shown in Fig. 4. There are many short duration segments consisting typically of single-word responses. The median segment duration is 2.76 secs while the average is 3.95 secs. Overlap between customer and representative segments can also be found. The customer representatives are all female and all but one of the customers is also female.

3.2. Performance Measurements

The object of the experimental evaluation is to determine how well the processing described here can detect the speaker segments or turns in the sample conversations in our database. Two sets of measurements are used. The first set of measurements is associated with segment detectability, measuring the fraction of actual segments correctly detected and labeled. If an actual segment is overlapped by an estimated segment by at least a fraction \( p_{det} \geq 0.5 \), then it is counted as either a hit or a confusion. If an actual segment does not count as either a hit or a confusion, then it is considered a miss. If the total number of actual segments is \( n_{sgs} \), and the total number of hits, confusions, and misses is \( n_{hit}, n_{cnf}, \) and \( n_{mis} \), respectively, then \( n_{sgs} = n_{hit} + n_{cnf} + n_{mis} \). The segment miss and confusion rates, \( p_{mis} \) and \( p_{cnf} \), are defined as \( n_{mis}/n_{sgs} \) and \( n_{cnf}/n_{sgs} \), respectively. We don’t know \( a \) priori which segmentation and model corresponds with which speaker. To determine whether a segment is “correctly” detected, we select the mapping between models and speakers which maximizes the hit rate.

It is also possible for an estimated segment to overlap no actual segment from either speaker. This counts as a false alarm. This occurs rarely in our sample conversations since, after energy thresholding, there are few signal portions not generated by one or the other speaker. The number of false alarms defined in this way is negligible in our evaluation and will not be reported.

The second set of measurements specifies how close the detected segment durations are to actual segment durations. Let \( d_{ur_{act}} \) be the total number of frames in actual speaker segments in the sample. Let \( d_{ur_{hit}} \) and \( d_{ur_{cnf}} \) be the total number of actual frames that overlap estimated frames correctly and incorrectly, respectively. Then the frame hit rate and frame confusion rates are given by \( p_{fr_{hit}} = d_{ur_{hit}}/d_{ur_{act}} \) and \( p_{fr_{cnf}} = d_{ur_{cnf}}/d_{ur_{act}} \), respectively. The frame miss rate is given by \( p_{fr_{mis}} = 1 - p_{fr_{hit}} - p_{fr_{cnf}} \).

We can also define some useful measurements to examine the performance of the clustering procedure. Let \( o_{\text{overlap}}(\text{seg}_a, \text{seg}_b) \) be the duration of the overlap between segmentations \( a \) and \( b \), and \( d_{ur_{seg}} \) be the total duration of the segmentation \( \text{seg}_a \). Let \( \text{act}(j) \) and \( \text{est}(j) \) be the actual and estimated segmentation for speaker \( j \) in a given conversation sample. The coverage for the segmentation estimate for speaker \( j \), the contamination associated with speaker \( j \) by the segmentation for the other speaker \( j' \), and the overlap between the two segmentation estimates are given by

\[
\begin{align*}
p_{\text{cov}_{\text{act}}}(j) &= o_{\text{overlap}}(\text{act}(j), \text{est}(j))/d_{ur_{\text{act}}}(j) \\
p_{\text{cov}_{\text{est}}}(j) &= o_{\text{overlap}}(\text{act}(j), \text{est}(j'))/d_{ur_{\text{act}}}(j) \\
p_{\text{ov}_{\text{overlap}}}(j) &= o_{\text{overlap}}(\text{est}(j), \text{est}(j'))/\min(d_{ur_{\text{est}}}(j), d_{ur_{\text{est}}}(j'))
\end{align*}
\]

3.3. Results

We have described several parameters controlling the process which are possible experimental variables. The results reported here are restricted to just two of these, the minimum duration of segments

Fig. 4. Histogram of speaker segment durations; the filled blocks show the number of misses and confusions.
to be detected, mindur, and the number of modeling/resegmentation iterations.

Segment and frame error rates averaged over all samples are shown in Table 1. The error rates are rather high with a segment miss rate of 15.8% and confusion rate of 13.8%. The duration miss rate is consistent with the segment miss rate but the duration confusion rate is significantly lower than the segment confusion rate. This is because most of the segment confusions are attributable to short segments which, because the process has limited resolution, are not reliably detected. This effect can be seen in the histogram shown in Fig. 4 where the shaded area represents the number of segments which are missed or confused. Most such errors occur for segments with durations less than 2 s.

Table 1. Average error rates(%) over all 6 samples for all segments. \( p_{\text{err}} \), \( p_{\text{conf}} \), \( p_{\text{fr} \text{-err}} \), and \( p_{\text{fr} \text{-conf}} \) are defined in the text. The value of \( p_{\text{det}} \) is 0.5.

<table>
<thead>
<tr>
<th>avg. no. of segs</th>
<th>( p_{\text{err}} )</th>
<th>( p_{\text{conf}} )</th>
<th>( p_{\text{fr} \text{-err}} )</th>
<th>( p_{\text{fr} \text{-conf}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>42.8</td>
<td>25.1</td>
<td>15.8</td>
<td>20.6</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table 2. Average error rates(%) over all samples for segments as a function of minimum segment duration, mindur, in secs. \( p_{\text{err}} \text{new} \), and \( p_{\text{conf}} \text{new} \) are defined in the text. The criterion for segment detectability is \( p_{\text{det}} = 0.5 \).

Table 2 shows more clearly the effect of segment duration on performance for segment miss and confusion rates. Each row in this table excludes actual segments whose duration is less than the specified value of mindur. It can be seen that the segment miss rate is reduced almost 2 to 1 for mindur equal to 2 secs while the segment confusion rate is reduced by 6 to 1.
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