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Abstract

In this contribution, a time-varying linear prediction method is applied to speech processing. In contrast to the commonly used linear prediction approach, the proposed time-varying method considers the continuous time evolution of the vocal tract and, additionally, avoids block-wise processing. On the assumption that the linear predictor coefficients evolve linearly in sections (TVAR) continuously over the whole signal, the optimum time-varying coefficients can be determined quasi-analytically by a least mean square approach. The investigations show that the method fits very well the realization of a time-varying pre-emphasis. Furthermore, the results show that the method is suitable for time-varying inverse filtering.

Index Terms: time-varying prediction, pre-emphasis, inverse filtering

1. Introduction

Linear prediction is a basic technique in the field of speech processing [1, 2]. The products of the linear prediction are, firstly, the predictor coefficients and, secondly, the residual or error signal. Both the coefficients and the residual can be used for several applications such as speech analysis, coding, and synthesis. The residual signal itself, for example, can be used for voice analysis or pitch modification [3-6]. The common linear prediction approach implies a block-wise analysis of speech signals using the autocorrelation or covariance method; due to the block-wise analysis, windowing of the frames is appropriate. Prior to the actual prediction analysis, usually a pre-emphasis is performed. The pre-emphasis compensates the spectral decrease eliminating the influence of the lip radiation and voiced excitation on the spectral envelope; this is relevant, for example, for the estimation of formants or vocal tract areas [7]. An adaptive pre-emphasis can be realized by a linear prediction of order one [1]. In contrast to the common linear prediction approach assuming a stationary signal, also time-varying analysis approaches exist considering that the vocal tract is changing more or less stationarily signal, also time-varying analysis approaches exist [12]. In this contribution, a time-varying prediction based on AR model is proposed allowing the joint estimation of adjacent segments. For that purpose, the predictor coefficients are constricted in a way that the predictor coefficients are connected continuously between the frames and that the coefficients evolve linearly within the frames; this allows a quasi-analytical estimation procedure analyzing a sequence of adjacent speech segments.

2. Time-varying linear prediction

The predictor equation of a time-varying linear prediction can be generally described by

$$\hat{x}(n) = \sum_{i=1}^{m} a_i(n) \cdot x(n-i) .$$

(1)

$\hat{x}(n)$ is the estimation of $x(n)$. In comparison to the common time-invariant prediction, the predictor coefficients depend on the time index $n$. For the proposed approach, the time dependence of the coefficients $a_i(n)$ is prescribed linearly within the frames. Therefore, for one frame the evolution of each coefficient is defined by a straight line with the constant term $c$ and slope $d$. The speech signals are segmented into adjoining frames with the markings $m[k]$; $m[k]$ is the starting index of the $k$-th frame with the length $l[k] = l[k]+1$. Since the frames are joined without overlapping, the relationship between the markings of adjacent frames can be described by $m[k+1] = m[k] + l[k]+1$. The predictor coefficients, corresponding to the $k$-th frame, can be described by

$$a_i(n) = c_i + d_i \cdot u^i(n) \quad (2)$$

with $u^i(n) = (n-m[k])/l[k]$ for $n = m[k]...m[k]+l[k]$. The superscript $k$ of the coefficients indicates the corresponding frame. The coefficients $c_i$ describe the constant components whereas the $d_i$ describe the time-varying components of the predictor coefficients $a_i(n)$ for the $k$-th frame. $u^i(n)$ represents a straight line from 0 to 1 with the weight $d_i$, implying the linear time evolution; $u^i(n)$ can be described by the vector $u^i$. The prediction error $e(n) = x(n) - \hat{x}(n)$ of the $k$-th frame results in

$$e(n) = x(n) - \sum_{i=1}^{m} a_i(n) \cdot x(n-i)$$

$$e(n) = x(n) - \sum_{i=1}^{m} (c_i \cdot x(n-i) + d_i \cdot u^i(n) \cdot x(n-i)) \quad (3)$$

for $n = m[k]...m[k]+l[k]$. Equation (3) can be expressed for each frame $k$ by a vector-based description

$$e^k = x^k - \sum (c^k \cdot x^k + d^k \cdot w^k)$$

(4)

using the definitions

$$x^k = (x(m[k]-1), x(m[k]+1-1), ..., x(m[k] + L[k]-1))^T,$$

$$e^k = (e(m[k]), e(m[k]+1), ..., e(m[k] + L[k]))^T,$$

$$w^k = u^k \otimes x^k,$$

and $u^k = (0, \frac{1}{l[k]}, \frac{1}{l[k]}, ..., \frac{l[k]-1}{l[k]}, 1)^T$;

the operation $\otimes$ describes the element-by-element multiplication with $w = u \otimes x = w(n) = u(n) \cdot x(n)$. The vector $x^k$ in eq. (4) represents the $k$-th frame whereas $x^k$ for
i > 0 represents the shifted k-th frame with a shifting of i samples. Eq. (4) can be solved for the vector \( \mathbf{x}_i \) resulting in

\[
\mathbf{x}_i = \sum_{k=0}^{N-1} \left[ c_i^k \cdot \mathbf{x}_i^k + d_i^k \cdot \mathbf{w}_i^k \right] + e^i, \quad \text{with} \quad k = 1 \ldots P. \tag{5}
\]

\( P \) is the number of frames. Eq. (5) represents a vector expansion of \( \mathbf{x}_i \) by the vectors \( \mathbf{x}_i^k \) and \( \mathbf{w}_i^k \); the error of approximation is \( e^i \). The weights of the vectors \( \mathbf{x}_i^k \) and \( \mathbf{w}_i^k \) are the coefficients \( c_i^k \) and \( d_i^k \). These coefficients can be determined by a minimization of the norm of the error vector \( |e^i| \) for each frame \( k \) separately. However, in this way the segments would be analyzed independently, which can cause discontinuities. To consider the continuous movements of the vocal tract, the coefficients should evolve continuously in time, as across frames. Therefore, a continuity condition is defined by

\[
a_i \left( m[k+1] \right) = a_i \left( m[k] + L[k] \right) \tag{6}
\]

ensuring that the last coefficient \( a_i \left( m[k] + L[k] \right) \) of each frame \( k \) is connected continuously to the first value \( a_i \left( m[k+1] \right) \) of the next frame. Considering eq. (2), eq. (6) can be expressed by the coefficients \( c \) and \( d \) with

\[
c_{i+1}^k = c_i^k + d_i^k \tag{7}
\]

\( c_{i+1}^k \) and \( c_i^k + d_i^k \) are the first and last value of the frame \( k+1 \) and \( k \), respectively. Eq. (7) implies a coupling of the eqs. of (5) for \( k = 1 \ldots P \). The equations (5) and (7) can be combined in one vector expansion or one vector system of equations covering the frames \( k = 1 \ldots P \). For that purpose, the vectors of eq. (5) are arranged on top of each other

\[
\mathbf{x}_i = \sum_{k=0}^{N-1} \left[ c_i^k \cdot \mathbf{x}_i^k + d_i^k \cdot \mathbf{w}_i^k \right] + e^i
\]

\[
\mathbf{x}_i = \sum_{k=0}^{N-1} \left[ c_i^k \cdot \mathbf{x}_i^k + d_i^k \cdot \mathbf{w}_i^k \right] + e^i
\]

Since the coefficients \( c_i^k \) for \( k > 1 \) depend on the other coefficients, these coefficients are eliminated applying eq. (7) iteratively. After sorting the vectors, the matching vectors of each column are combined to single extended vectors leading to one vector equation

\[
\mathbf{q}_k = \sum_{i=0}^{N} \mathbf{c}_i \cdot \mathbf{q}_i^k + \sum_{i=0}^{N} \mathbf{d}_i \cdot \mathbf{q}_i^k + e^k \tag{8}
\]

using the vectors \( \mathbf{q}_i^k \) for \( k = 0 \ldots P \) defined by

\[
\begin{bmatrix}
\mathbf{x}_0^k \\
\mathbf{x}_1^k \\
\vdots \\
\mathbf{x}_N^k \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{w}_0^k \\
\mathbf{w}_1^k \\
\vdots \\
\mathbf{w}_N^k \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{b}_0 \\
\mathbf{b}_1 \\
\vdots \\
\mathbf{b}_N \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{c}_0^k \\
\mathbf{c}_1^k \\
\vdots \\
\mathbf{c}_N^k \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{q}_0 \\
\mathbf{q}_1 \\
\vdots \\
\mathbf{q}_N \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{d}_0 \\
\mathbf{d}_1 \\
\vdots \\
\mathbf{d}_N \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{e}_0^k \\
\mathbf{e}_1^k \\
\vdots \\
\mathbf{e}_N^k \\
\end{bmatrix}
\]

The vector \( \mathbf{b} = (0,0,\ldots,0)^T \) contains zero values and its length is equal to the length of \( \mathbf{x}_i^k \). Since eq. (8) is linear with the coefficients \( c_i^k \) and \( d_i^k \), the optimum coefficients can be determined by least mean square estimation minimizing \( |e^k| \). This can be performed by the vector expansion of \( \mathbf{q}_k \) with the vectors \( \mathbf{q}_i^k \) represented by eq. (8). The vectors \( \mathbf{q}_i^k \) can be interpreted as a basis which is usually not orthogonal. Therefore, the vectors \( \mathbf{q}_i^k \) are transformed into an orthogonal basis with the vectors \( \mathbf{v}_i \) using the Gram-Schmidt orthogonalization. Then, the optimum coefficients \( \lambda_i = \langle \tilde{q}_i, \mathbf{v}_i \rangle / |\mathbf{v}_i|^2 \) in the description of the orthogonal basis can be obtained by the dot product \( \langle \cdot, \cdot \rangle \). Finally, these coefficients are converted back \( \lambda_i \rightarrow c_i, d_i \) into the original basis of \( \mathbf{q}_i \) yielding the optimum coefficients.

### 2.1.1. Efficient analysis of many frames

The computational cost of the estimation procedure increases linearly with the length of the analyzed signal. Unfortunately, the computational cost increases also with the number of frames \( P \), due to the increasing number of vectors in eq. (8). Fortunately, this problem can be solved by analyses of overlapping ranges of frames; a range is defined by several adjoining frames. In the following description, the overlapping of the ranges is \( W \) frames and each range contains \( B \) frames. The first range contains the segments with index \( k = 1 \ldots B \), which is analyzed as described in the last section by eqution (8) with \( P = B \). The next range with index \( k = B \ldots B + W \) contains the segments \( k = B + W \ldots B + 1 + 2 \cdot B \ldots W \). Now, the index and coefficients of the next frame are denoted with a tilde ‘~’. This range is analyzed utilizing the results of the previous range. The coefficients \( c_{i-1}^{k+w} \) of the analysis of the previous range can be used as the starting coefficients \( \tilde{c}_i^k \) for the analysis of the next range leading to

\[
\tilde{q}_i^{k+w} = q_i^{k+w} - \sum_{i=0}^{N} \mathbf{c}_i \cdot \tilde{q}_i^{k+w} = \sum_{i=0}^{N} \mathbf{d}_i \cdot \tilde{q}_i^{k+w} + e^{k+w} \tag{9}
\]

Eq. (9) is the vector expansion for the next range and can be solved analogously to eq. (8) yielding the \( \mathbf{d}_i \). The following ranges are treated in the same way. By this procedure the computational cost of the time-varying prediction can be significantly reduced for analyses with many frames. The differences of the results between the analyses with and without overlapping ranges can be neglected; for example, if each range has 7 segments with an overlapping chosen by 3, the analysis results are almost the same.

### 3. Time-varying speech processing

In the following, the time-varying linear prediction procedure is applied to speech signals; the sampling rate of the speech signals is 16 kHz. For the analysis, the speech signal is divided into segments determining the markings \( m[k] \). The optimum coefficients are determined by the vector expansion, as described in the previous section. The error vector represents the residual signal of the time-varying prediction. The requirements for the time-varying prediction are the choice of the prediction order \( N \) and the markings \( m[k] \).

### 3.1. Time-varying pre-emphasis

The pre-emphasis compensates the spectral decrease of speech, which eliminates the influence of the voiced excitation and the lip radiation. This effect can be explained by a simplified model of the speech production process implying a series connection of excitation, vocal tract, and radiation; the lip radiation is modeled by a real zero and the voiced excitation by two real poles. Since both the zero and the poles are assumed close to one, a single pole remains for the combined excitation-radiation model; however, this is only a simplification of the actual conditions. In addition, the spectral decrease of voiced speech is time-varying. This can
be caused, for example, by alterations of the glottal flow waveform. Furthermore, the lip radiation depends on the area of lip opening. An adaptive pre-emphasis, which is constant for the analyzed speech segment, can be estimated by the common linear prediction of order one [1]; the resulting prediction error system \( e(n) = x(n) - a_i \cdot x(n-1) \) represents a pre-emphasis filtering. For the realization of a time-varying pre-emphasis, the time-varying prediction of the previous section with order one fits perfectly for that task. The error signal for order \( N = 1 \) corresponding to eq. (3) results in

\[
e(n) = x(n) - (c_1^1 + d_1^1 \cdot u^1(n)) \cdot x(n-1)
\]

for \( n = m[k] \ldots m[k] + L[k] \); this can be expressed as

\[
e(n) = x(n) - p(n) \cdot x(n-1)
\]

with the time-varying pre-emphasis coefficient \( p(n) = c_1^1 + d_1^1 \cdot u^1(n) \). The time-varying pre-emphasis can be used repeatedly applying the procedure on the resulting error signal again. If the error signal of the first pre-emphasis is

\[
e_j(n) = x(n) - p_j(n) \cdot x(n-1),
\]

the error signal of the \((j-1)\)th repetition is defined by

\[
e_j(n) = e_j(n) - p_j(n) \cdot e_j(n-1).
\]

The repeated pre-emphasis describes a pre-emphasis modelled by more than one real zero achieving a better compensation of the spectral decrease. Typically, the first two pre-emphasis coefficients cause the major effect; however, the first coefficient is dominant. Fig. 1 shows the estimated time-varying pre-emphasis coefficients for the utterance [julija] of the German word “Julia”. The segment length is \( L = 320 \) according to 20 ms. Since the pre-emphasis coefficients are more sensitive for absolute values close to one, the nonlinear function of the inverse hyperbolic tangent (Artanh) is applied to the pre-emphasis coefficients. For the example shown in fig. 1, the first pre-emphasis coefficient \( p_1(n) \) is between 0.95 and 0.99, \( p_1(n) \) is between 0.43 and 0.98, and \( p_1(n) \) is between -0.1 and 0.49. It can be seen that the first two coefficients depend on the phoneme. The first coefficient is relatively low for the vowel /a/ due to the open mouth. In contrast to that, the vowel /u/ has a high first pre-emphasis coefficient and, in addition, a high second coefficient; the vowel /u/ causes a strong pre-emphasis due to lip rounding. The third pre-emphasis coefficient is fluctuating nearby zero with minor effect.

### 3.2. Time-varying inverse filtering

The time-varying prediction can be used for time-varying inverse filtering, with the additional benefit of avoiding block-wise processing. For that purpose, at first a time-varying pre-emphasis is carried out as described in the previous section. The resulting pre-emphasized speech signal \( e_j(n) \) with \( j = 3 \) is used for the time-varying prediction with \( N > 1 \), for vocal tract modeling. This means substituting \( x(n) = e_j(n) \) for eq. (8) or (9), respectively.

The segmentation is chosen with a uniform frame length \( L = 320 \) for each frame. To obtain one area configuration from each segment \( k \), the time averaged predictor coefficients \( \bar{a}_k \) of each segment \( k \) is calculated by \( \bar{a}_k = (c_i + d_i^{aj})/2 \). Then, the polynomials are converted into reflection coefficients and, finally, into logarithmic areas. The estimated logarithmic areas of the analysis with prediction order \( N = 21 \) of the word “Julia” (same utterance as in fig. 1) is shown in fig. 2. The lips are at position 21 and the glottis is approximately in region 2-6. By comparison with areas from literature obtained from NMR or X-ray investigations, it can be seen that the areas in fig. 2(b) obtained with a repeated pre-emphasis lead to more realistic vocal tract configurations than those in fig. 2(a) without repetition. Other analyses show similar effects. From fig. 2(b), the constriction in the mouth region for the sound /j/ and the open mouth of vowel /a/ can be recognized.

### 3.2.1. Comparison of inverse filtering methods

In the following, the effect of different inverse filtering methods on the residual is discussed. For comparison, the common block-wise time-invariant linear prediction is used; the residual is calculated with constant coefficients for each block. Additionally, to achieve a quasi-continuous processing comparable to the time-varying approach, the coefficients of the time-invariant analysis are interpolated, by single-sample processing during the inverse filtering; at the frame boundaries the coefficients contain half-sharing the two coefficient configurations of the two frames. The interpolation of the predictor coefficients is performed in the description of reflection coefficients; this leads to slightly better results than interpolating the predictor coefficients themselves. The analyses show that the interpolated inverse-filtering with time-invariant analysis increases the residual power considerably. Therefore, interpolation is not adequate to achieve continuous processing. Furthermore, the analyses show that the time-varying prediction leads to usually five percent less residual power than the block-wise time-invariant approach. Fig. 3 gives an example of
residual signals representing the beginning of the diphthong /aI/ from [vaIl]. The residuals of block-wise time-invariant analysis 3(c) and time-varying analysis 3(d) are similar. However, it can be seen that the interpolation, used for the residual of 3(b), leads to artefacts, especially in non-stationary regions. The differences between the residuals from the time-varying and the block-wise (non-interpolated) time-invariant approach can be revealed by a low-pass filtering of the residuals. For that purpose, a low-pass with two real poles is used. The low-pass filtered residual is roughly related to the glottal flow, and is useful for speech analysis or synthesis; for example, in [5, 6] pitch modification is performed in a low-pass filtered description of the residual. It should be mentioned that also inverse filtering approaches exist for the purpose of glottal flow estimation such as [13, 14]; in [13] only the closed phase of a glottal period is used for the estimation of the inverse filter. Fig. 4 shows an example of low-pass filtered residuals obtained by the block-wise time-invariant approach 4(c) and the time-varying approach 4(b). The analyses show that the time-varying approach leads to residuals which are more regular in the low-passed description than those obtained by the time-invariant approach.

3.3. Synthesis based on time-varying prediction

The inverse system of the time-varying predictor error system of eq. (3) can be used for synthesis. For that purpose, the averaged predictor coefficients of each frame \( \bar{\mathbf{c}} = (i_i c_i + i_{i-1} c_{i-1})/2 \) are used; in comparison to that, the coefficients \( c_i \) are less suitable. To ensure the stability of the synthesis system, the coefficients \( \bar{\mathbf{c}} \) are converted into reflection coefficients \( \mathbf{r} \). If one \( |\mathbf{r}| \) is equal or greater than one, the absolute value can be decreased to a value smaller than one, typically 0.99; however, this case occurs scarcely. Re-synthesis examples based on the averaged time-varying coefficients indicate that the procedure is suitable for synthesis. The excitation of the synthesis system can be residual-based or model-based. One favourable feature of the time-varying prediction is that the inclusion of the continuity condition by eq. (7) into the estimation procedure causes smooth trajectories of the coefficient vectors, which can help reducing the buzz in model-based synthesis.

4. Conclusions

A time-varying prediction is proposed for speech processing, which can be performed in a quasi-analytical way. The time-varying prediction can be used for a time-varying pre-emphasis and for time-varying prediction analysis or inverse filtering. Additionally, synthesis can be performed by the estimated coefficients. The investigations indicate that the differences of the results obtained by the time-varying approach compared to the time-invariant approach occur mostly in non-stationary speech regions such as sound transitions. Besides the modeling of the time-dependence itself, the time-varying approach enables a joint estimation of adjacent speech segments avoiding block-wise processing.
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