Automatic Evaluation of Characteristic Speech Disorders in Children with Cleft Lip and Palate
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Abstract

This paper discusses the automatic evaluation of speech of children with cleft lip and palate (CLP). CLP speech shows special characteristics such as hypernasality, backing, and weakening of plosives. In total five criteria were subjectively assessed by an experienced speech expert on the phone level. This subjective evaluation was used as a gold standard to train a classification system. The automatic system achieves recognition results on frame, phone, and word level of up to 75.8% CL. On speaker level significant and high correlations between the subjective evaluation and the automatic system of up to 0.89 are obtained.

Index Terms: pathologic speech, speech assessment, pronunciation scoring, children’s speech

1. Introduction

Cleft Lip and Palate (CLP) is the most common malformation of the head. It constitutes almost two-thirds of the major facial defects and almost 80% of all orofacial clefts [1]. Its prevalence differs in different populations from 1 in 400 to 500 newborns in Asians to 1 in 1500 to 2000 in African Americans. The prevalence in Caucasians is 1 in 750 to 900 births [2, 3].

In clinical practice, articulation disorders are mainly evaluated by subjective tools. The simplest method is the auditory perception, mostly performed by a speech therapist. Previous studies have shown that experience is an important factor that influences the subjective estimation of speech disorders which leads to inaccurate evaluation by persons with only few years of experience as speech therapist [4]. Until now, objective means exist only for quantitative measurements of nasal emissions [5, 6, 7] and for the detection of secondary voice disorders [8]. But other specific articulation disorders in CLP cannot be sufficiently quantified.

In this paper, we present a new technical procedure for the measurement and evaluation of specific speech disorders and compare the results obtained with subjective ratings of an experienced speech therapist.

2. Speech of Children with Cleft Lip and Palate

The effects of CLP on the speech of children are manifold. The most important aspects can be formulated as:

- Significant differences between normal children and CLP children were measured with the subjective assessment of the intelligibility and the measurement of the nasal airflow [9, 6, 10]. The speech exhibits hypernasality (HN) in vowels (perceived as characteristic “nasal-ity”) and nasalized consonants (NC) with characteristic noise in high frequencies.
- Speech of CLP children contains typical cleft type characteristics — pharyngeal backing (PB), glottal articulation (also called laryngeal replacement, LR), and absent or weakened pressure consonants (WP) [11].
- No significant differences between isolated cleft lip and CLP exist in the frequency of occurrence of certain speech disorders. Furthermore, the speech outcome is similar in cleft palate and CLP children [12]. Therefore, CLP is not further differentiated in this study.

3. CLP Speech Data

A group of 26 children (5 female and 21 male) was recorded using a standard head set (dnt Call 4U Comfort). The children spoke the PLAKSS Test [13] a German semi-standardized test which is commonly used by speech therapists. Two of the children in the dataset had an isolated cleft lip, three an isolated cleft palate, 19 unilateral CLP and another two bilateral CLP.

The speech data were manually transcribed. Using an automatic speech recognition system the data were segmented into 7647 phones and 1916 words. The data were sampled at 16 kHz with a quantization of 16 bit. The dataset is a subset of the data which has already been investigated in [14].

4. Subjective Evaluation of the Speech Data

The speech therapist had been working with children with cleft lip and palate for many years. Therefore, she could differentiate all criteria as listed in Table 1. The subjective phone level evaluation was very time-consuming: The evaluation of the speech data of a single child (about three to four minutes of speech data) took about one hour.

Table 1 lists the result of the phone level evaluation. All of the articulation errors are sparse in the data set. The table presents only the number of misarticulated phones. The number of wrongly pronounced words is almost the same since a single articulation error within a word was sufficient to count the whole word as disordered. Only two words in the dataset contained two times the same type of articulation error, i.e., 33 words with PB and 31 word with LR were annotated. The last column shows the number of children which were affected by the different disorders. While PB, LR, and HN appear in only few children WP and NC appear in more than half of the children.

1“Psycho-Linguistic Analysis of Speech Disorders” (“Psycho-Linguistische Analyse kindlicher Sprechstörungen” in German)
In 7 children less than 15% of the words were marked as disordered and in 3 children not a single word was affected. This was to be expected since some of the children have normal or almost normal speech. The prior distribution of the classes was not changed for the classification task, since we wanted to keep the experiments as realistic as possible.

5. Automatic Evaluation System

Figure 1 shows the experimental setup. As a typical classification system [15], it is divided into the blocks preprocessing, feature extraction, classification, and results in a decision for a class. The procedure is performed on frame, phone, word, and speaker level. From the respective result of the lower level, meta features are computed and supplied to the respective higher level. As meta features the mean, the maximum, the minimum, the standard deviation, the sum, and the product of the output probabilities are computed. Furthermore, we also regard the absolute and relative frequency of classes as meta features. In the following the classification system is described.

5.1. Preprocessing

As already mentioned the preprocessing is currently performed semi-automatically. The speech data was transcribed by hand. In the future, we plan to replace this step by a fully automatic procedure. Next, the transription is aligned by a speech recognition engine as described by Stemmer in [16]. This procedure yields estimated positions of words and phonemes in the signal which is used to segment the audio data accordingly before feature extraction.

5.2. Feature Extraction

In our classification system state-of-the-art features for the evaluation of speech are employed. Previously, good correlations between the intelligibility and the recognition accuracy (Rec-Acc) were reported. Furthermore, the visualization with Sammon’s mapping also yields a representation which is connected to the intelligibility (2-D Sammon Coordinates and 3-D Sammon Coordinates). On word level prosodic (ProsFeat) and pronunciation (PronFexW) features have been shown to be useful for the assessment of speech data. Certain pronunciation features are already available on phone level (PronFexP). The Teager Energy Profile (TEP) is a well known feature for the detection of hypernasality in vowels. The Teager Energy operator (TEO) is defined as:

$$\psi[f(n)] = [f(n)]^2 - f(n + 1)f(n - 1)$$  \hspace{1cm} (1)

$f(n)$ denotes the time domain audio signal. The TEO’s output is called the TEP. One frame level Mel Frequency Cepstrum Coefficients (MFCCs) are well known to hold relevant information for the articulation. Table 2 lists all used features and references to further literature.

5.3. Classification

For the classification various classifiers as provided in the WEKA toolbox [23] were employed. The following classifiers were employed:

- **OneR**: An interval-based classifier
- **DecisionStump**: A threshold-based classifier
- **LDA-Classier**: Classification based on Linear Discriminant Analysis (LDA)
- **NaiveBayes**: Classification according to a unimodal Gaussian distribution
- **J48**: A C4.5 Decision Tree
- **PART**: The PART creates partial C4.5 trees in each iteration and creates a rule from the “best” leaf.
- **RandomForest**: A classifier built from many random trees
- **SVM**: Support Vector Machines
- **AdaBoost**: A boosted version of any of the above classifiers

Each of the classifiers was tested on each level. The use of different classifiers on different levels was also allowed. Use of different classifiers on the same level, however, was not permitted, e.g. different classifiers for different phonemes.

6. Experimental Results

All experiments on frame, phone, and word level were conducted as leave-one-speaker-out evaluation. As measure for the accuracy the class-wise averaged recognition rate (CL), i.e., the unweighted average recall, and the absolute recognition rate (RR) are reported. The recall is defined as the number of true positives divided by the number of true positives and false negatives and is, therewith, equal to the definition of the sensitivity. In order to optimize the CL, the training samples were weighted to form a balanced training set.

As reported in Table 3 very high values are reached for RR. This, however, is related to the unbalanced test sets: Most samples in the test set are not pathologic. Hence, classification of all samples to the class “normal” already yields high RRs. The CL shows that the accuracy is moderate in most cases for these two class problems.
For each criterion the detected percentage of pathologic words was correlated with the subjectively marked percentage using Pearson’s correlation [24] to evaluate the system on speaker level. Furthermore, the speaker level features RecAcc, 2-D Sammon Coordinates, and 3-D Sammon Coordinates were added to the regression. Significance tests revealed that all reported correlations are significant with $p < 0.01$.

7. Discussion

This paper presented the first semi-automatic evaluation system for the characteristic speech disorders of children with CLP. On frame and phone level CLs of up to 71.1% were reached. On word level the best CL was 75.8%. This is comparable to other studies concerning pronunciation scoring [25, 26, 19]. The classification errors seem to be systematic, because the classification on word level with up to 75.8% CL is already sufficient for a good quantification of all five disorders on speaker level. The lowest correlations was found with 0.70 for pharyngeal backing (PB) while the best correlation was 0.89 for hypernasality. All correlations were significant with $p < 0.01$.

A correlation of 0.80 is already reliable enough to quantify speech disorders on speaker level sufficiently. This is in the same range as human raters would agree with each other [4] for this task. In the future the integration of an automatic speech recognition system will replace the manual transliteration.
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Table 2: Overview on the feature sets which are extracted on the four different evaluation levels.

<table>
<thead>
<tr>
<th>Label</th>
<th>Level</th>
<th>#</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>RecAcc</td>
<td>speaker</td>
<td>2</td>
<td>Accuracy of the speech recognition (word correctness and accuracy)</td>
<td>[14]</td>
</tr>
<tr>
<td>2-D Sammon Coordinates</td>
<td>speaker</td>
<td>2</td>
<td>Coordinates on a 2-D Sammon map</td>
<td>[17]</td>
</tr>
<tr>
<td>3-D Sammon Coordinates</td>
<td>speaker</td>
<td>2</td>
<td>Coordinates on a 3-D Sammon map</td>
<td>[17]</td>
</tr>
<tr>
<td>ProsFeat</td>
<td>word</td>
<td>37</td>
<td>Features based on the energy, the $F_0$, pauses, and duration to model the prosody of the speaker</td>
<td>[18]</td>
</tr>
<tr>
<td>PronFexW</td>
<td>word</td>
<td>7</td>
<td>Pronunciation features (PronFex) to score the correctness of the current word</td>
<td>[19]</td>
</tr>
<tr>
<td>PronFexP</td>
<td>phone</td>
<td>6</td>
<td>Features to score the correctness of the Pronunciation (PronFex) of the current phone</td>
<td>[20]</td>
</tr>
<tr>
<td>TEP</td>
<td>phone</td>
<td>1</td>
<td>Teager Energy Profile to detect nasality in vowels</td>
<td>[21]</td>
</tr>
<tr>
<td>MFCCs</td>
<td>frame</td>
<td>24</td>
<td>Mel Frequency Cepstrum Coefficients</td>
<td>[22]</td>
</tr>
</tbody>
</table>

Table 3: Overview on the results of the pronunciation assessment on frame, phone, word, and speaker level: All reported correlations are significant at $p < 0.01$.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Frame</th>
<th>Phone</th>
<th>Word</th>
<th>Speaker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CL</td>
<td>RR</td>
<td>CL</td>
<td>RR</td>
</tr>
<tr>
<td>HN</td>
<td>56.8%</td>
<td>99.0%</td>
<td>62.9%</td>
<td>99.0%</td>
</tr>
<tr>
<td>NC</td>
<td>62.0%</td>
<td>94.2%</td>
<td>68.5%</td>
<td>95.6%</td>
</tr>
<tr>
<td>PB</td>
<td>66.0%</td>
<td>99.1%</td>
<td>76.9%</td>
<td>99.6%</td>
</tr>
<tr>
<td>LR</td>
<td>59.8%</td>
<td>99.6%</td>
<td>69.5%</td>
<td>99.6%</td>
</tr>
<tr>
<td>WP</td>
<td>71.1%</td>
<td>97.8%</td>
<td>71.1%</td>
<td>97.8%</td>
</tr>
</tbody>
</table>


