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Abstract

This paper presents a novel approach for reconstructing unreliable spectral components, which utilizes HMM-based missing feature algorithms, and applies them to noise robust speech recognition. The proposed technique uses the forward-backward algorithm to estimate corrupt spectrographic data based on nearby reliable features, noisy observations, and on an underlying statistical model. The estimation process can be applied based on intra-channel information, intra-feature information, or a combination of both. The overall system is shown to provide vast improvements for the Consonant Challenge Database [1], for both MFCCs and PLP features, when using an oracle mask. Moreover, through downsampling of statistical models [2], the required complexity of the system is greatly reduced with negligible effects on results.

Index Terms: Automatic Speech Recognition, Noise Robustness, Missing Features, Hidden Markov Models.

1. Introduction

Many applications within communications or signal processing deal with the task of handling unreliable data. During the transmission of digital data over an error-prone channel, packets may become corrupt due to channel effects. When acoustic or image signals are recorded, data may be corrupt due to environmental noise. In each case, system performance can be improved by reconstructing unreliable data prior to further processing.

In [3]-[4], estimation techniques are applied to reconstruction of unreliable spectral coefficients of speech sampled in noisy acoustic conditions for the purpose of noise robust speech recognition. In [5], HMM-based methods are applied to estimate corrupt packets for Distributed Speech Recognition (DSR). Similarly, in [6], HMM-based methods are utilized to reconstruct parameters for packet-based speech coding.

In this paper we present a novel approach for reconstructing unreliable spectral components using HMM-based decoding. We develop estimation techniques utilizing intra-channel data, intra-feature data, or a combination of both. Additionally, using downsampling of statistical models previously proposed in [2], we are able to reduce the required complexity by a factor greater than 800. We apply the proposed techniques to the Consonant Challenge Database [1] to illustrate their effectiveness. Furthermore, we show the robustness of the presented spectral estimation framework to pre- and post-processing by applying it in series with proven noise robust algorithms.

Section 2 discusses the role of HMMs in the estimation process and describes efficient downsampling of statistical models. In Section 3, the proposed estimation techniques are applied to noise robust speech recognition. Experimental results are shown in Section 4. In Section 5, concluding remarks are given.

2. Estimation of Missing Features

2.1. The Role of HMMs in the Estimation Process

In speech communication or recognition systems, features are extracted from input time waveforms for further analysis. Let \( \mathbf{f}(n) = [x_1(n), x_2(n), \ldots, x_M(n)] \) represent the feature vector processed at time \( n \). Within many applications, such features may become corrupt and thus unreliable, and estimation can be used to reconstruct the comprising components. This study explores the use of HMMs to model signals during the estimation process.

Due to the discrete nature of HMM states, features must be quantized, at least implicitly, prior to the estimation process. Let the quantizer of \( x_m \) be represented by \( Q_m \), and let the set of corresponding centroids be referred to as \( \{c_{m,1}, c_{m,2}, \ldots, c_{m,N}\} \), where \( N \) is the number of centroids in \( Q_m \). In order to apply estimation methods, separate HMMs are constructed for each of the quantizers \( Q_m \), for \( 1 \leq m \leq M \), to model the feature trajectories.

Let the HMM applied to the output signal from \( Q_m \) be referred to as \( \Lambda_m(\alpha_m, B_m, \pi_m) \), where \( \alpha_m \) provides transitional statistics, \( B_m \) provides observation statistics, and \( \pi_m \) provides steady-state statistics [7]. The steady-state probabilities of \( \Lambda_m \) can be determined empirically from training data:

\[
\pi_m(i) = \frac{\text{no. of samples quantized to centroid } c_{im}}{\text{total no. of samples}}. \tag{1}
\]

The transitional probabilities of \( \Lambda_m \) can similarly be determined from training data as:

\[
\alpha_m(i, j) = \frac{\text{no. of samples transitioning from } c_{im} \text{ to } c_{jm}}{\text{no. of samples quantized to } c_{im}}. \tag{2}
\]

Formulation of the components of \( B_m \) is dependent on the specific application of the system. In general, observation statistics are defined as:

\[
b_{jm} (o_m(n)) = P \left( Q_m \{x_m(n) + \eta_m(n)\} = c_{jm} \mid o_m(n) \right), \tag{3}
\]

where \( \eta_m(n) \) is the hidden noise process. The derivation of observation statistics for estimation of unreliable spectral components will be further discussed in Section 3.

Given an HMM-based framework, various decoding techniques exist. One such technique is the forward-backward (FB)
algorithm, which determines the optimal feature vector estimate $\mathbf{f}(n)$ given the first and last reliable features at temporal indices $n - k_1$ and $n + k_2$, and given the series of observations $o_m(n - k_1 + 1), \ldots, o_m(n + k_2)$. The estimate of component $x_m(n)$, using the FB algorithm, is determined as [7]:

$$\hat{x}_m(n) = \sum_{i=1}^{N} c_m^i \gamma_m^i(n), \quad (4)$$

where:

$$\gamma_m^i(n) = \frac{\alpha_m^i(n) \beta_m^i(n)}{\sum_{n=1}^{N} \alpha_m^i(n) \beta_m^i(n)}. \quad (5)$$

The set of values $\gamma_m^i(n)$ represents the distribution of $x_m(n)$, conditioned on reliable features, as well as on noisy observations:

$$\gamma_m^i(n) = P(x_m(n) = c_i | x_m(n - k_1), x_m(n + k_2), o_m(n - k_1 + 1), \ldots, o_m(n + k_2)). \quad (6)$$

The values $\alpha_m^i(n)$ and $\beta_m^i(n)$, known as the forward and backward variables, respectively, can be determined recursively:

$$\alpha_m^i(n) = \sum_{j=1}^{N} A_m(j, i) \alpha_m^i(n - 1) b_{jm}(o_m(n)), \quad (7)$$

$$\beta_m^i(n) = \sum_{j=1}^{N} A_m(i, j) \beta_m^j(n + 1) b_{jm}(o_m(n + 1)). \quad (8)$$

The HMM-based estimation techniques discussed thus far have previously been applied to channel mitigation for remote speech recognition [5] and speech communication [6]. The computational load induced by such approaches (see Section 3.3), may prove them to be too complex for resource-constrained or delay-sensitive applications.

### 2.2. Downsampling of Statistical Models

In [2], we propose a framework for efficient HMM-based missing feature estimation based on downsampling of underlying statistical models. In this paper, we use quantizers with less resolution to configure statistical models. We implement a tree-structure mapping of centroids to allow downsampling of centroids can be mapped according to:

$$c_m^i \Rightarrow c_m^{i,j}, \text{ for } 1 \leq R < 8, \text{ where } j = \left\lfloor \frac{i}{2^R - 1} \right\rfloor. \quad (9)$$

In this manner, centroids can easily be regrouped as clusters without requiring expensive retraining of the quantization codebook.

The signal model, now referred to as $\Lambda_m^R$, has statistical parameters $(A_m^R, B_m^R, \pi_m^R)$. The steady-state and transitional statistics can be approximated according to:

$$\pi_m^R(i) = \sum_{k=0}^{2^R-1} \pi_m^{R+j} (2^R i - k), \quad (10)$$

and:

$$A_m^R(i, j) = \frac{1}{2^R} \left[ \sum_{k=0}^{2^R-1} \sum_{l=0}^{2^R-1} A_m^{R+j} (2^R i - k, 2^R j - l) \right], \quad (11)$$

where $\tau$ is chosen as $\tau = 8 - R$.

The observation statistics of $A_m^R$, denoted as $b_{m,R}(o_m)$, are application-specific, and thus an explicit general formula cannot be derived.

### 3. 1D and 2D HMM-Based Spectral Reconstruction

In this paper, we develop a novel framework for HMM-based estimation for reconstruction of unreliable spectral components of speech degraded by noise, in order to provide improvements for noise robust speech recognition. An interesting aspect of reconstructing unreliable spectral components is the possibility of utilizing statistics across two dimensions during the estimation process. In many similar applications, such as speech communication and remote speech recognition, unreliable data results from corrupt or dropped packets [5], [6], and thus correlation along the frequency axis is not available. In the current study, we apply HMM-based estimation utilizing intra-channel and/or intra-feature data to reconstruct corrupt spectral coefficients.

It is important to note that reconstruction is carried out in the spectral or Mel-filtered spectral domain, since this allows for further transformation into the cepstral domain without propagation of unreliable information. Additionally, it has previously been shown that reconstruction of cepstral features outperforms that of spectral features [8].

Traditionally, missing feature analysis for robust speech recognition has required two separate tasks, namely mask estimation and feature estimation. Mask estimation determines the reliability of each spectral component of an utterance based on the characteristics of current speech and noise signals, and supplies the recognizer with either hard decisions or soft reliability metrics [3],[4]. Feature estimation then reconstructs those components deemed unreliable, based on neighboring reliable features, and based on an underlying signal model. This paper will focus on the latter component, and will thus assume the availability of an "oracle mask" [4].

#### 3.1. Utilizing Correlation Across Feature Vectors

Following the notation from Sections 2.1 and 2.2, let $\mathbf{f}(n) = [x_1(n), x_2(n), \ldots, x_M]^T$ represent the feature extracted from an utterance at time $n$, so that $x_i(n)$ represents the component corresponding to the $i^{th}$ channel. A spectrographic representation can then expressed as:

$$\mathbf{G}(n, i) = [\mathbf{f}(1), \mathbf{f}(2), \ldots, \mathbf{f}(T)] = \begin{bmatrix} x_1(1) & x_1(2) & \cdots & x_1(T) \\ \vdots & \vdots & \ddots & \vdots \\ x_M(1) & x_M(2) & \cdots & x_M(T) \end{bmatrix} \quad (12)$$

The effect of noise on spectrographic data of speech varies vastly with respect to the spectral characteristics of the noise. A simple yet often unrealistic method to modeling additive noise
is to assume a flat spectral distribution [7]. In deriving observation statistics for the current application, we use a similar simplified approach since it leads to Gaussian random variables. However, we apply it on a component-by-component basis, thus not requiring the strict constraint of spectral flatness across all channels. Assume the additive noise corrupting channel \( m \) can be locally or globally modeled by a Gaussian random process with mean \( \mu_m \) and variance \( \sigma_m^2 \). If the observed data feature is \( o_m (n) \), the corresponding observation probability distribution is given by:

\[
\tilde{b}^{R_m} (o_m (n)) = P \left( \sum_{m} \psi_m | o_m (n) \right) = \int_{z_1}^{z_2} \frac{1}{\sqrt{2\pi \sigma_m^2}} e^{-\frac{(z_m - \mu_m)^2}{2\sigma_m^2}} \, dz_m,
\]

where \( z_1 \) and \( z_2 \) represent the upper and lower boundaries of centroid \( \psi_m \). Also, \( \eta_m \) is the hidden process noise. Note that previous techniques in [4] do not exploit information within noisy observation data, as does the proposed framework.

Once observation statistics have been determined, the approximated HMM-based techniques derived in Section 2.2 can be applied along the time axis to reconstruct unreliable components \( \bar{e}^{R_m} \) of \( \bar{e} \) according to Equations 4-7 [5], [6]. In this application, the probabilities \( \gamma_m (n) \) refer to the distribution of spectral component \( x_m (n) \) conditioned on past and future reliable components within channel \( i \), as well as on noisy spectrographic data within channel \( i \). This technique is referred to as \( FB_T \).

### 3.2. Utilizing Correlation Across Frequency Channels

We wish to exploit the strong inter-channel correlation present within speech during spectral reconstruction. It is interesting to note that [9] also noticed cross-correlation among frequencies, which was exploited for formant tracking. When performing estimation along the frequency axis, the stationarity assumed by the steady-state and transitional statistics of \( \bar{e}^{R_m} \) and \( A^{R_m} \), respectively, do not hold. It is therefore necessary to introduce the probabilities:

\[
F^{R_{m,n}} = P \left( Q_m \{ x_m + \eta_m \} = c^i \mid Q_n \{ x_n + \eta_n \} = c^j \right),
\]

which define the intra-feature transitional statistics of spectrographic data across channels. Note that in Equation 14, \( |m - n| \leq 1 \) must hold in order for \( F^{R_{m,n}} \) to be valid. Modified forward and backward variables can be expressed for the estimation of missing data along the frequency axis:

\[
\delta^{R_{m}} (n) = \left[ \sum_{j=1}^{N} P^{R_{m,n}} \delta^{R_{j}} (n - 1) \right] \tilde{b}^{R_m} (o_m (n)),
\]

\[
\epsilon^{R_{m}} (n) = \left[ \sum_{j=1}^{N} P^{R_{m,n+1}} \epsilon^{R_{j}} (n + 1) \right] \tilde{b}^{R_m} (o_m (n + 1)).
\]

In this application, referred to as \( FB_F \), \( \gamma^{R_{m,i}} (n) \) represents the distribution of \( x_m (n) \) conditioned on reliable components and noisy observations from feature vector \( f (n) \), which is analogous to Equation 6. The corresponding expression is given by:

\[
\gamma^{R_{m,i}} (n) = \frac{\delta^{R_{m,i}} (n) \epsilon^{R_{m,i}} (n)}{\sum_{j=1}^{N} \delta^{R_{j}} (n) \epsilon^{R_{j}} (n)}.
\]
the input speech signal prior to reconstruction. The proposed framework is robust to post-processing techniques as well. PK-ISO refers to peak isolation [10], which is performed in the cepstral domain after spectral estimation.

Each proposed spectral reconstruction technique provides significant improvements in word-accuracy, for the variety of baseline systems tested. Reconstruction of MFCC coefficients produces better results when estimation is applied along the time axis. This could be due to the well known temporally smooth characteristics of LPC-type features, which are often utilized for speech coding. Analysis of transitional probabilities $A^n_{ij} (i, j)$ resulted in an average conditional transition entropy rate of 4.32 bits for PLPCC features, and an average conditional transition entropy rate of 5.77 bits for MFCC features. This result supports the above claim.

5. Conclusions

In this paper we present a framework for HMM-based estimation of unreliable spectral components for noise robust speech recognition. The proposed techniques are able to utilize intra-feature and/or intra-channel correlation. Additionally, when model downsampling is applied, the computational load is greatly reduced. The proposed methods are shown to provide significant improvements for MFCCs and PLPCCs, when applied to the Consonant Challenge Database [1], with and without post-processing. Future work will consider other databases to find out the generalization of results.
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