1. Introduction

Visual speech synthesizers have potential for use in a wide range of applications — see [1, 2] for an overview of audio-visual speech synthesis. These applications range from desktop agents on personal computers and characters in computer games, to language translation tools and providing a means for generating and displaying stimuli in speech perception experiments. What has perhaps most prevented widespread use of such systems is that there is no easy way of comparing the overall quality of one system against another allowing next generation synthesizers to build on the strengths of the current state-of-the-art. There are a number of issues: 1) The structure of the data used to train different systems will likely vary. For example, it may differ in the adopted language, the number of sentences, the phonetic makeup of the sentences (balanced for diphone or triphone coverage). 2) A different talker is used during data capture, and some may be better than others in terms of clarity of articulation, speaking style, and so on. 3) The test data to be synthesised and the test methodology differ between various studies: there is no common evaluation scheme. 4) The presentation of the face varies for different systems. Some strive for videorealism, whilst others adopt graphics-based approaches that attempt only to appear human-like. The uncanny valley effect [3] suggests the perceived quality of systems with the same underlying speech model can differ significantly. 5) Different evaluation metrics are used to judge the performance. Some systems are evaluated only objectively (e.g. RMS error in geometric features, or articulation parameters), some are also evaluated subjectively (e.g., naturalness, or intelligibility, etc.). 6) Viewing conditions are likely to be different between sites. Some adopt strict viewing conditions with controlled lighting and sound-proofed listening conditions, whilst others are less formal.
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Recently, researchers in auditory speech synthesis have sought to overcome these issues by running evaluation en masse in the form of a competition: a notable example is the Blizzard Challenge [4]. These competitions have proven to be popular and provide an excellent framework for unifying and standardising evaluation between research groups. The goal of LIPS 2008 is to adopt this idea for evaluating visual synthesizers and overcome many of the problems associated with comparing systems by providing entrants with the same training data. Likewise, all evaluation will be conducted independently of any competing research group, using the same test utterances using the same evaluation metrics. For this purpose a common training corpus is to be captured, labelled phonetically and made available to all challenge entrants.

2. Background

Ultimately, synthesised talking faces require subjective evaluation. Objective measures of performance provide only a guide as to the quality of the synthesised output. Comparing synthesised and ground-truth parameters (i.e., measured from a real person speaking) using, for example, correlation, as many systems do, is perhaps an unfair test. A synthesiser cannot be expected to generate a parameter sequence exactly as it appears in the ground-truth sequences. Indeed, if a synthesiser were to behave in this manner it would likely be deemed unnatural as the output is entirely predictable and would quickly be perceived as synthetic. Speech produced by a human exhibits natural variation — we never say the same thing in exactly the same way. The question is then are the differences between ground-truth and synthesised sequences perceived as errors, or are they imperceptible and can be attributed to variation observed in natural speech? This cannot be quantified using purely objective measures.

An obvious method for evaluating synthesised visual speech subjectively is to adopt a Turing-type test, where viewers are asked to watch real and synthesised sequences and distinguish those that are real from those that are synthesised [5]. However, the underlying assumption of this form of test is that the goal is to generate videorealistic sequences — sequences that are indistinguishable from real video. This is not always the case, and graphics-based systems, e.g. [6], strive only for a realistic model of speech, not a realistic sequence of images. It is important the testing methodology adopted in this challenge is sufficiently general that it can be applied to the full spectrum of systems likely to be entered.

The quality of synthesised visual speech also can be assessed indirectly by having users not make judgements regard-
ing the realism, but instead have users interact with a system [7]. The ease with which they interact with a virtual environment, for example the ability of the system to draw attention using instructions spoken using synthesised audiovisual speech, directing user attention using gestures and gaze, or expressing affect through facial expressions when speaking, can be assessed. The rationale is that receiving output from a system in the form of realistic audiovisual speech is more natural and thus reduces the cognitive load on the user. Cognitive load can be measured in terms of the time required to respond to some instruction, for example typing a number sequence [7]. However, this form of test is again not directly applicable here as the cognitive load will vary between listeners as a function of English speaking ability. Likewise, systems to date tend to focus on the problem of generating raw, expressionless speech (i.e., spoken without emotion), so are not concerned with a specific application.

Cosker and colleagues [8] measure the performance of their visual synthesiser using experiments based on the McGurk Effect [10]. It is well known that viewers presented with incongruent audio and visual information perceive neither what was heard or seen. The speech perception system finds the best fit for the conflicting audio and visual information. The goal in [8] is to present monosyllabic words in both synthesised and real video conditions, with congruent and incongruent audiovisual stimuli. Viewers were asked to transcribe what they perceived and the strength of the McGurk Effect compared for the real and synthesised stimuli. If the synthesiser generates inaccurate speech gestures, the expected response (predicted from McGurk) will not match the given response — using real video provided a sanity check for the expected responses. The limitation of these experiments is they are concerned only with the short-term aspects of the synthesised speech. Only isolated monosyllabic words are used. This tells us nothing about longer-term dynamics that relate to the overall sense of naturalness. Synthesisers may look realistic and entirely plausible over single words, but longer term coarticulation effects, which are ultimately one of the most difficult aspects of visual speech to capture, may be less well captured.

Most evaluation of visual speech synthesisers consider an all-in-one evaluation strategy. The synthesiser generates synthesised video sequences and these are evaluated in some way — i.e. all components of the system are considered simulataneously. A more rigorous evaluation might consider each component of a synthesiser in isolation. For example, the point-light method in [9] separates the underlying speech model from the appearance of the face. This might, for example, help overcome bias with viewer expectations of the way a model is expected to speak given the way it looks. The obvious benefit is inadequacies (resp. strengths) of the system are easy to pinpoint. The downside of this form of evaluation is a dense coverage of point-lights scattered about the face is required to accurately capture subtle movements of the lips, jaw and cheeks. This form of evaluation will be a consideration for future challenges.

The evaluation methodology adopted for this challenge is to evaluate systems both in terms of intelligibility [6, 9, 11, 12] and in terms of naturalness [13, 14]. The main difference in the intelligibility tests adopted here is that our evaluation is conducted over sentence-level utterances rather than monosyllabic (VCV) words, and the same test utterances and same viewers will evaluate competing systems. The goal is to identify the strengths and weaknesses of the various synthesis approaches so the field as a whole can progress. Automatic speech recognition (ASR), and to an extent auditory speech synthesis, have benefited from a common evaluation paradigm.

3. Data Capture and Preparation

The training data for the corpus is comprised of a single speaker recorded in full-frontal view reciting the phonetically-balanced Messiah sentences, see [15] for a list of the sentences. The sentences were spoken in a neutral speaking style (no expression) and the lighting was adjusted to ensure the visible articulators were clear in the video. They were recorded in three successive batches, representing almost an hour of recording, of which ten minutes contains useful speech. The test data is comprised of 50 semantically unpredictable sentences (SUS) [16] recorded in the same recording conditions as the training data. For evaluating synthesisers in terms of intelligibility, it is important to remove as many non-linguistic clues as possible (e.g., facial expressions, body gestures, and more importantly context) from the stimuli as these all play a role in the speech-reading process in everyday communication. Lip-readers, even experts, use much more than just information from the lips. For example, the missing word in the sentence — “The ******* from a freshly squeezed orange makes a nice drink” — can be guessed without either hearing the audio, or seeing the face.

The video sequences were recorded using an analogue PAL camera rotated to capture in landscape orientation to increase the footprint of the face of the subject in the captured images. The 25Hz interlaced video (two consecutives fields with 720x288 pixels) was post-processed to rotate and de-interlace the images (providing a 50Hz video stream with 576x720 pixels). For easier access to the challenge data, the video will be distributed as individual JPEG images at (90% quality, exported using ‘convert’ from the ImageMagick toolkit [17]). Example images are shown in Figure 2. The acoustic speech signal was captured using a boom-microphone near the subject, but positioned so as not to obscure the face in the video. The acoustic speech for each utterance is stored in individual RIFF files, with 16-bits/sample and a sampling frequency of 44.1KHz. The total size of the training corpus (zipped video frames by utterance, wav files and segmentation info) is approximately 4.24GB.

Crude phonetic transcriptions of the training corpus were created using HTK in forced-alignment mode, where a person-specific HMM was trained and used to label the data. The crude labels were refined by hand-correcting the transcriptions. This hand-correction was conducted between the three sites with which the co-authors are affiliated.

4. Evaluation

All systems entered into challenge must undergo the same tests and use the same evaluation criteria. The evaluation is designed to measure both the intelligibility and the perceived naturalness of the talking faces. Entrants will generate the test stimuli in a supervised room prior to the evaluation sessions (on the tutorial day of the conference). This is mainly to ensure no handcrafted stimuli are entered into the evaluation process, but also to provide support where required. Entrants will be provided with technical details regarding the format (file type and codec settings, etc.) of the output video they are to provide. This is to ensure both equal technical quality between systems, and the video coding is compatible with the interface used in the tests.

The test sentences that will be provided to the entrants (only upon arrival in the supervised room) will be the acoustic speech and the (hand-corrected) phonetic labels aligned to the audio. The same annotation used in the training corpus will be used in the test corpus. Participants are free to use one or more of the representations of the test utterances (audio, labels, durations,
performance measured using the SCLITE Scoring Package [23].
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4.1. Intelligibility Tests

The acoustic speech waveforms to which the talking faces are
to be synchronised will be degraded to a signal-to-noise ratio
(SNR) of -10 dB and re-combined with the videos. The rea-
son for supplying degraded audio is that visual-only lip-reading
on semantically unpredictable sentences is almost impossible,
even for lip-readers [18] and in the case of clean audio the in-
telligibility is close to optimum either with or without video.
For these tests the SNR was adjusted so that the audio alone
was barely audible to avoid both ceiling effects. Visual infor-
mation is known to be especially helpful in environments with
degraded audio [19, 20]. Furthermore, combining audible and
visible speech reveals information that is imperceptible in both
the auditory and visual modality alone [21, 22].

The audio-visual signals will be played back to viewers us-
ing a graphical user interface (GUI). After watching each syn-
thesised sentence the viewer will be asked to transcribe ortho-
graphically what they believed they heard. Standard speech
recognition metrics (measured as a function of insertions, sub-
stitutions and deletions) will be calculated from the transcribed
listener responses and the original transcriptions, and the per-
formance measured using the SCLITE Scoring Package [23].

To eliminate learning effects and ensure there is no bias re-
sulting from the order that sequences are presented to viewers,
the order of presentation will be pseudo-random across systems
and viewers. All viewers will see sequences presented in a dif-
ferent order, and the order itself randomised over the systems.
In addition, to provide a baseline for performance, original se-
quences will be included in evaluation. These will provide an
upper bound on the expected performance of the synthesisers.

4.2. Naturalness Tests

The naturalness tests will be carried out after the intelligibility
test, and will involve playing synthesised video sequences lip-
synched to auditory speech (free from degradation) in the same
order as in the intelligibility test. After the presentation of each
video sequence the viewer will be asked to rate the naturalness
of the visual speech gestures along a five point Likert scale [24].
In this instance the clean acoustic speech is required as it forms
the basis for judging naturalness — the acoustic signal informs
the viewer what the speaker is saying, their task is to deter-
mine how likely it is the visible articulator movements produced
those sounds. The power of this form of test is viewers are very
sensitive to inaccuracies (both static and dynamic) in synthe-
sised facial gestures: the overall lip-shape must be correct, the
degree of articulation must be correct, and the auditory and the
visual modalities must be synchronised adequately. Quite often
a viewer can identify that something is wrong, even if they cannot
identify what exactly it is that is wrong. These tests will be
designed only to gauge the overall sense of how accurately the
synthesised visual speech corresponds to the (natural) acoustic
speech. Viewers will not be asked to measure specific features
such as “How correct are the degrees of articulation?” or “How
well are the audio and visual modalities synchronised?” This
information will be implicit in the naturalness score.

5. Releasing the Data

The training and test audio-visual corpora will be made avail-
able, following acceptance of the licensing conditions, from the
LIPS2008 website: http://www.lips2008.org (at the
time of writing the release of this data is under negotiation).
Viewer responses will also be made available via the website,
so research teams can later use the same training and test data,
and measure the performance of their system against those en-
tered into the original challenge. The tools used during the eval-
uation will also be available from the website. The size of the
training and test corpora are approximately 4.24GB and 0.75GB.
respectively. The video frames for each individual utterance are contained in a separate zip archive, and the wav files for all utterances in an additional zip archive.

6. LIPS2008: What next?

LIPS2008 will be somewhat of a pilot study. Firstly our aim is to gauge the level of interest in the research community for developing standardised evaluation metrics and data sets, and secondly to identify the needs and requirements of the many different forms of synthesiser in the literature. To maximise the number of participants in this first in a series of challenges, the condition requiring all systems to use the same training data can be relaxed so pre-trained systems tuned to specific data can also enter. This of course does not meet aims one and four outlined in the introduction. However, we hope to run future challenges, possibly as an annual event (as the Blizzard Challenge has become). In future challenges, it will be a requirement that every system uses the training data provided in conjunction with the challenge to overcome effects that might arise due to the appearance of speaker, and so on. We can potentially also broaden the challenge to cover gaze aware talking faces [25] and affective speech synthesis [58]. Likewise, a more stringent evaluation framework might adopt a modular approach to evaluate individual components of the systems [9].

The scientific committee that will be set up in conjunction with the challenge will discuss the LIPS2008 results and the future directions of this evaluation framework.
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