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Abstract

Despite considerable work in automatic meeting summarization over the last few years, comparing results remains difficult due to varied task conditions and evaluations. To address this issue, we present a method for determining the best possible extractive summary given an evaluation metric like ROUGE. Our oracle system is based on a knapsack-packing framework, and though NP-Hard, can be solved nearly optimally by a genetic algorithm. To frame new research results in a meaningful context, we suggest presenting our oracle results alongside two simple baselines. We show oracle and baseline results for a variety of evaluation scenarios that have recently appeared in this field.

Index Terms — summarization, meetings, evaluation

1. Introduction

In general, both text and speech summarization can be either abstractive – expressing the content in newly formulated sentences, or extractive – a direct selection of relevant sentences, utterances, or dialog acts (DAs) from the input. Since abstractive summarization is very difficult, most work in text summarization has been extractive, and since 2005, various methods for sentence selection have been ported to speech and meeting summarization.

Text summarization evaluations have been coordinated by NIST since 2001, but no such standard evaluation exists in the speech domain. As a result, every report on meeting summarization uses a different experimental setup and different evaluation criteria. Moreover, the widely used evaluation scores have no clear upper bound like word error rate in automatic speech recognition (best: 0%) or speaker identification (best: no errors). By introducing a method for finding an oracle extractive summary, this paper addresses two issues: First, expressing a result as a percent of the best possible result for the given evaluation criteria dramatically improves comparability. Second, computing the oracle result sheds some light on the future of extractive summarization for meetings – how much room for improvement exists if we simply select utterances?

This paper proceeds as follows. We begin with descriptions of the primary data sets, automatic evaluation metrics, and other details of previous meeting summarization work. Next, we introduce our oracle summarization framework based on the well known knapsack packing problem, and present a genetic algorithm for giving near optimal solutions. Our experiments show oracle results, along with two baseline systems, for each of the setups used in previous work. We conclude with a discussion and some suggestions for future work.

2. Data

In this work, we use two meeting data sets that have manually annotated summaries: the AMI and ICSI meeting corpora.

2.1. ICSI Meeting Corpus

The ICSI meeting corpus [1] consists of 75 naturally occurring meetings (that is, they would have taken place regardless of the recording project), each around one hour long. They have been transcribed and annotated with dialog acts and abstractive and extractive summaries [2]. To generate the abstractive summaries, annotators were asked to write 200 word summaries and were given a graphical user interface to facilitate browsing that aligned audio with transcriptions. Afterwards, the annotators were asked to create extractive summaries using a different tool. Next, given the transcripts and their abstract, each annotator was instructed to select DAs from the original meeting which supported their abstract. They had no constraints on the number of DAs to choose. In a second pass, they were asked to create a many-to-many linking between their extracted DAs and abstractive sentences to show which DAs support the abstract.

For the ICSI meeting corpus, prior work has mainly used a test set of six meetings: Bed(004,009,016), Bmr(005,019), and Bro018. Although the number of annotations for each meeting varies, there are three complete annotations from the same subjects for each instance of the test set.

2.2. AMI Meeting Corpus

Whereas the ICSI meetings are natural or “non-scenario”, the AMI meeting corpus [3] consists of both non-scenario and scenario meetings. For the meeting summarization experiments, only the scenario meetings were used. In these, four participants play different roles in a fictional company and talk about the design and realization of a new kind of remote control. Although the topic was predetermined, the speech and actions are considered to be spontaneous and natural as the agents were not given any special instructions. Analogous to the ICSI corpus, the meetings were transcribed and annotated with abstractive and extractive summaries.

For the AMI meeting corpus, a test set of 19 meetings was defined, namely the series ES2004, ES2014, IS1009, TS3003 and TS3007 (additional training and evaluation sets are specified in the AMI documentation). In contrast to the ICSI meeting corpus, the number of annotators varies from one meeting to the next.

3. Evaluation and Related Work

Evaluating the quality of a summary is non-trivial. Human evaluations at NIST’s Document Understanding Conferences (DUC) involve multiple judges scoring summaries in a variety of categories. Such manual assessment is slow, costly, and not necessarily reproducible since the criteria are subjective. Automatic evaluation, then, is a valuable commodity, both for

1details at: http://duc.nist.gov
3.1. ROUGE

Recall Oriented Understudy for Gisting Evaluation (ROUGE) compares a summary to a set of human-generated, typically abstractive, summaries and counts overlapping n-grams (see [4]). ROUGE-2, with \( n = 2 \) (bigrams), is the current standard for DUC. ROUGE-1, ROUGE-2, and other variants, have been shown to produce summary rankings highly correlated with human rankings for multi-document newswire text cases\(^2\). ROUGE-2 is specified as

\[
R = \frac{\sum_i \left| \left\{ b_i \right\} \cap \left\{ b_t \right\} \right|}{\sum_i \left| \left\{ b_i \right\} \right|}
\]

where \( t \) is the reference summary, \( \left\{ b_i \right\} \) is the set of gold bigrams, that is bigrams appearing in the reference summaries, and \( \left\{ b_t \right\} \) is the set of bigrams appearing in the hypothesis summary. A related method using manually labeled summary content units instead of data driven ngrams is the Pyramid measure [5]. Both ROUGE and Pyramid are designed to compare abstractive summaries.

3.2. Weighted Precision

As extractive summarization can also be seen as a classification problem, recall, precision and F-measure can be appropriate metrics. However, each extracted segment could be linked to the human generated abstracts more than one time. Murray et al. introduced weighted precision (WP) [6], described in detail in [7] as:

\[
WP = \frac{\sum_d w_d}{A - D}
\]

where \( w_d \) is the number of links for DA \( d \), \( A \) is the number of annotators and \( D \) the number of extracted DAs. Both recall and precision can be weighted by the number of links between the extracted DA and the abstractive summary, and are normalized by the number of human annotators.

3.3. Previous Work

Despite considerable research in extractive meeting summarization, results remain hard to compare due to different experimental setups and evaluation criteria. Table 1 gives an overview of the varied evaluation conditions used in recent work.

In general, length constraints are either defined in terms of words or DAs. Word constraints can be somewhat unnatural near the cutoff, but DA constraints are more problematic because they provide an advantage to selection of long DAs.

As meetings have different lengths and some may contain more information than others, a variable summary length (a per cent of the meeting length) is preferable to a fixed length summary for all meetings. Previous work employing variable summary length uses the ratio of meeting length to human extractive summary length to determine a word-count or DA-count goal.

Given the definitions of ROUGE and WP, choosing the target summary length constraint and the reference summaries is not a simple task as it directly affects the evaluation scores. For ROUGE, which is designed to compare (abstractive) summaries of about the same length, longer generated summaries have higher recall as more ngrams can be included. Similarly for WP, the maximum score is determined by the maximum number of DAs allowed, which can be greater than 1 due to the weighting. Future work might involve automatic selection of summary length.

When comparing the automatic extractive summaries to the human extracts one could argue that recall, precision and F-measure (and the related WP) are sufficient to measure the system performance. However, there might be DAs which contain similar information but are not selected by the human annotators. Therefore, the ROUGE scores of the extractive summaries should always be considered as it aims for salient content rather than salient DAs.

<table>
<thead>
<tr>
<th>Article</th>
<th>Data</th>
<th>Ref. type</th>
<th>Length</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8, 9]</td>
<td>ICSI</td>
<td>E</td>
<td>10% DA</td>
<td>R</td>
</tr>
<tr>
<td>[10]</td>
<td>ICSI</td>
<td>E</td>
<td>12.7% W</td>
<td>R,P</td>
</tr>
<tr>
<td>[7]</td>
<td>AMI</td>
<td>L</td>
<td>&gt; 700 W</td>
<td>WP</td>
</tr>
<tr>
<td>[12]</td>
<td>ICSI</td>
<td>E</td>
<td>16% W</td>
<td>R</td>
</tr>
<tr>
<td>[12]</td>
<td>ICSI</td>
<td>E</td>
<td>4.2%</td>
<td>DA</td>
</tr>
<tr>
<td>[13]</td>
<td>ICSI</td>
<td>E</td>
<td>4.2%</td>
<td>DA</td>
</tr>
</tbody>
</table>


4. Summarization as a Knapsack Problem

Despite varied task conditions, every summarization approach can be roughly formulated as an attempt to maximize some score over possible summaries \( S \) subject to a length constraint \( L \):

\[
\text{maximize } \text{score}(S) \quad \text{subject to } \text{length}(S) \leq L
\]

Extractive summarization then, in which we assign value to each DA (with number of words as weight or cost), can be seen as a classic NP-hard knapsack problem (see [14]). Obviously, the optimum solution to this optimization problem is the best extractive summary according to the given evaluation measure. In recent work, McDonald uses a similar approach in text summarization [15].

If we take ROUGE-2 (Eq. 1) as an evaluation measure, we can reformulate Eq. 3 as

\[
\text{maximize } \sum_i w_i \cdot \max_j b_{ij} x_j \quad \text{subject to } \sum_j l_j \cdot x_j \leq L
\]

where \( x_j \) indicates whether DA \( j \) is included in the summary, \( b_{ij} \) is an indicator for the presence of gold bigram \( i \) in DA \( j \), \( w_i \) is the normalized document frequency of gold bigram \( i \), \( l_j \) is the length of DA \( j \), and \( L \), as before, is the maximum summary length in words. The max in Eq. 4 ensures that each bigram is only accounted for once, regardless of the number of DAs it appears in.

In short, we value each input bigram according to the number of reference summaries it appears in. Then, we are looking for the set of DAs that gives the maximum total value subject to the summary length constraint, with the caveat that each included bigram only adds its value once. The solution to this problem directly optimizes ROUGE-2.
In the case of weighted precision (Eq. 2) as an evaluation measure, we can reformulate Eq. 3 as:

$$\text{maximize } \frac{1}{A} \cdot \sum_j x_j \cdot w_j$$

subject to \( \sum_j l_j \cdot x_j \leq L \)

where \( x_j \) is a binary indicator for whether DA \( j \) is extracted, \( l_j \) is the length of DA \( j \) and \( w_j \) indicates how many times DA \( j \) was linked to the abstractive summaries by the \( A \) different annotators.

Unfortunately, these formulations, except in degenerate cases, have greater complexity than the classic knapsack problem. To see this, consider the special case of the ROUGE formulation in which each gold bigram appears exactly once in the input. Then, the total value of each DA is simply the sum of the values of its bigrams and independent from the value of any other DA in the summary. In this case, our problem reduces to the classic knapsack problem and can be solved with a dynamic program that takes advantage of optimal substructure. However, in the general case where the bigrams in the DAs interact, there is no inductive procedure for building an optimal summary step by step. We affectionately refer to this kind of packing problem as a \textit{knapsack of knapsacks}, since we are trying to pack a summary full of DAs, each of which contains a fixed set of valued items. We cannot solve this problem exhaustively since there are too many possible summaries so in the following section, we outline a local search method for approximating optimal solutions.

5. Experiments for a Common Ground

Table 1 shows a variety of task conditions and evaluations, making explicit the difficulty in meaningful comparison. To address this issue, we suggest two simple, easily computable baselines, as well as a genetic algorithm for approximating oracle solutions. Presenting new results alongside these standards as computed for the desired task conditions will aid progress in the field of meeting summarization.

5.1. Baselines

Perhaps the simplest way to perform extractive summarization is to select DAs at random. Besides being relatively difficult to beat (a random sentence selector, on average, outperformed at least five of the systems submitted to DUC 2007), it is intuitively useful to compare results to a random baseline. In our implementation, we select DAs at random (without replacement) until the length constraint is satisfied. If a selected DA is too long, we try again, and stop if no DA fits in the remaining space. We generate 30 summaries for each meeting in this fashion and report the average score.

In creating a second baseline, we consider the question: what is the simplest system that might work? Since DA length is correlated with relevance, our baseline greedily selects the longest remaining DA until the length constraint is satisfied. Longer DAs tend to include more information, however, the much shorter backchannels and other dialog information are more unlikely to be chosen.

5.2. Oracle Summaries

As discussed above, finding optimal extractive summaries is prohibitively difficult to do exactly. To approximate these solutions, we use a genetic algorithm, shown in Figure 1. Starting from a greedy initialization using the evaluation measure, we found that setting \( N = 5000000 \), \( H = 5000 \) and \( k = 1 \) leads to stable results. While the results are nearly identical from one run to another across all problems, suggesting that we are near the global maximum, we have no way of knowing for sure. Future work can address the topography of summarization space.

Input: DAs \( U \), constraint \( L \), evaluation measure \( E \)

Output: near-optimum summary

Greedy initialize a list of \( H \) good hypotheses

for \( N \) iterations do

Randomly select and copy hypothesis and save as \( h \)
Randomly remove \( k \) DAs from \( h \)
Randomly add DAs from \( U \) to \( h \) w.r.t. \( L \)
Add \( h \) to \( H \)
Remove worst hypothesis from \( H \) according to \( E \)

return Best hypothesis according to \( E \)

Figure 1: Genetic program for an oracle solution

5.3. Data

We use the AMI and ICSI test sets as described in Section 2. From the officially available data, we used the manual transcription, its segmentation into DAs and the annotated summaries (abstractive, extractive and linking information). We use a basic Perl routine to remove disfluencies from the DAs\(^2\), which is similar to preprocessing used in much of the work in this field.

5.4. Experimental Results

Tables 2 and 3 show the results obtained using the three different systems and the length constraints from Table 1. Table 2 is ROUGE-based, and Table 3 is based on weighted precision.

<table>
<thead>
<tr>
<th>#</th>
<th>Data</th>
<th>RT</th>
<th>Len</th>
<th>Rand</th>
<th>Base</th>
<th>MaxR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ICSI</td>
<td>A</td>
<td>350 W</td>
<td>0.04</td>
<td>0.06</td>
<td>0.16</td>
</tr>
<tr>
<td>2</td>
<td>E</td>
<td>12.7% W</td>
<td>0.23</td>
<td>0.34</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>16% W</td>
<td>0.28</td>
<td>0.40</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4.2% DA</td>
<td>0.08</td>
<td>0.41</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10% DA</td>
<td>0.18</td>
<td>0.64</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^2\)\url{http://icsi.berkeley.edu/~koried/rd.pl}
Table 3: Random (30 trials, column “Rand”), baseline (“Base”) and maximum weighted precision (“MaxWP”) results using weighted precision under different summary constraints (“Len”) and the linked subset of the extractive summaries.

<table>
<thead>
<tr>
<th># Data</th>
<th>RT</th>
<th>Len</th>
<th>Rand</th>
<th>Base</th>
<th>MaxWP</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 ICSI</td>
<td>L 350</td>
<td>0.10</td>
<td>0.49</td>
<td>1.42</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>700 W</td>
<td>0.10</td>
<td>0.49</td>
<td>1.20</td>
<td></td>
</tr>
<tr>
<td>8 AMI</td>
<td>L 700</td>
<td>0.21</td>
<td>0.71</td>
<td>1.75</td>
<td></td>
</tr>
</tbody>
</table>

For example, consider two summary lengths (1 and 4 DAs) and 4 DAs, 1 with 5 links and 3 with 1 link. The optimal weighted precision result for 1 DA is obtained by selecting the DA with link count 5, thus yielding \( WP = 5 \). However, when selecting 4 DAs, the weighted precision drops to \( WP = 2 \) without decreasing summary quality.

6. Conclusion

We have addressed two key issues in extractive meeting summarization: First, the oracle results in Section 5 suggest that there is still considerable room for improvement in extractive meeting summarization given the current evaluations. Although our maximum ROUGE and maximum WP scores are quite high, some human evaluation will be necessary to see whether these are, in fact, good summaries. Second, results of previous work in extractive meeting summarization are hard to compare due to different experimental setups and evaluation criteria (see Section 3.3). Using the baselines and oracle system we described, new results can be published alongside upper and lower boundary values, thus providing both intuition and meaningful comparison with other research.

However, this is only a first step. System performance depends strongly on a few addition factors. Some work uses manual transcriptions while other work uses automatic speaker recognition output. Sometimes DAs are manually annotated, while in other cases, the DAs are tagged automatically. Beyond these initial steps, there are many ways to preprocess the data (e.g. stopword and disfluency removal). All of these variations make it difficult to reproduce and compare results.

Beside improving extractive summarization, it is important to note that whereas these summaries for text are usually quite readable, the same is not necessarily true for speech. Selecting DAs, at least within the ROUGE or weighted precision frameworks, takes place without consideration of context, and often they make little sense on their own. Also, as Table 2 shows, it is more difficult to compare speech extracts to human abstracts as is done for text summarization since spontaneous speech and planned, composed sentences are fundamentally different.

Although extractive meeting summaries are not particularly satisfying in of themselves, they have been successfully integrated into a meeting browser (e.g. [16]) where the extracts can be used to find areas of interest within a meeting. A user can thus use extracts as part of a tool for reviewing meetings. However, we could also use extractive summaries as an intermediate step toward better abstractive summarization. The extracted DAs, while not a finished product, indicate important pieces to include in a summary. On this basis, the application of abstractive summarization techniques like automatic reformulation to generate indirect discourse, or textual entailment can be applied to produce coherent summaries.

Finally, the experiments based on the knapsack problem required manual annotations to derive the weights used in the optimization. But these weights might be automatically estimated from the data using textual or prosodic features. In future experiments, we would like to use such features to estimate weights automatically.
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